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Preface 
 

Diamond, a material of extremes and the hardest allotrope of carbon, is formed in the 

mantle of the Earth at high pressures and temperatures, obtaining its unique physical and 

mechanical properties. The geological past of natural diamonds leaves traces in the numerous 

impurities and defects which endow every gemstone with exclusive properties, such as color. 

Nowadays, the development of fabrication techniques, such as chemical vapor deposition (CVD) 

allows to produce diamond materials in the laboratory in a controlled way and take advantage of its 

properties at industrial scale. Diamond based materials find their application in electronics, optics, 

electrochemistry, photonics, biology etc. For instance, due to its excellent thermal conductivity, 

diamond can be used as a heat spreader in high electron mobility transistors which operate at high 

power and tend to overheat. Also, diamond films are perspective materials for large field emitting 

devices. The combination of diamond with other materials, for instance, hexagonal boron nitride 

with negative electron affinity, could provide higher emission efficiency. Techniques of diamond 

synthesis continue to develop, and recent advances in CVD synthesis with linear antenna 

microwave delivery systems allow to decrease the thermal load on the substrate and deposit good 

quality diamond films at low temperatures, opening a new field of applications of diamond coatings 

on the thermally sensitive substrates. Still, either natural gemstone or artificial novel diamond 

material require detailed investigation, with one of the best techniques being transmission electron 

microscopy (TEM). 

TEM is an ideal tool to study microstructure and composition of the materials at the local 

scale, routinely providing atomic resolution. A microscope is a versatile tool and can be equipped 

with an electron energy loss spectrometer which allows to study the composition of the materials 

including the chemical bonding down to sub-ångström spatial resolution and even investigate 

dielectric properties including the band gaps with nanometer resolution. The modern 

monochromators in TEM allow to commonly achieve the energy resolution of about 100 meV in 

energy electron loss spectroscopy (EELS) and, therefore, study the band gaps of semiconductors 

and dielectrics on the nanometer scale. However, EELS has not become conventional and widely 

used due to the ambiguity of data interpretation. The retardation losses, including e.g. Cherenkov 

radiation emission, occur when a charged particle travels through a dielectric medium at a speed 

greater than the phase velocity of light in that medium and have an undesirable impact on the low 

loss signal complicating the retrieval of the band gap signal. For instance, diamond, being an 

indirect semiconductor with high refractive index, is a very challenging material for the band gap 

measurement with EELS. Nevertheless, good spatial resolution, the chief advantage of EELS over 

optical methods, was motivating to push the technique forward and a few methods were developed 

to overcome the retardation losses and correctly measure the band gaps.  

The topic of this thesis is characterization of diamond and related materials with TEM and 

EELS techniques devoting the first part to the structural and compositional investigation of the 

novel diamond materials, the second part to the study of the defects in natural diamond and in the 

last part developing the methods to correctly measure the bad gap with EELS emphasizing its 

application on the diamond which is widely used in the semiconductor devices where the 

knowledge of band gaps at the local scale is very important.  
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 The first part of the introduction gives an overview on natural and artificial diamond 

materials focusing on the fabrication of diamond films with CVD method. The second part 

briefly describes the working principle of the transmission electron microscope and types 

of information which it can provide with the focus on EELS and especially, on the 

measurement of dielectric properties with EELS. 

 The second chapter covers the investigation of two types of novel diamond based materials 

- the diamond/hexagonal BN heterostructure proposed for field emission devices and the 

diamond film grown by the novel CVD technique at extremely low temperatures. Both 

materials were thoroughly studied with high resolution scanning transmission electron 

microscopy (STEM) and EELS.  This revealed the good crystallinity of the hexagonal BN and 

allowed to explain the superior field emission properties of this heterostructure by the 

ability of hexagonal BN to grow directly on the diamond surface. On the basis of TEM data 

the model of hexagonal BN growth was proposed and three mechanism for the unusual 

plate-like morphology of the diamond film grown at low temperatures were suggested. 

 The third chapter is devoted to the study of the nitrogen platelet defect in natural diamond 

by means of STEM and EELS. This defect is present in 98% of all natural diamonds but its 

exact crystalline structure remained a mystery since its disclosure about seventy years ago. 

Based on the high resolution STEM data and novel image processing techniques, the 

consistent model of the platelet is proposed. The role of nitrogen in the platelet structure is 

also addressed and its substitutional nature is suggested. 

 The forth chapter presents a technique to measure the band gap of dielectric materials with 

high refractive index, such as diamond, by means of EELS. The technique relies on the use of 

a circular (Bessel) aperture and suppresses Cherenkov losses and surface-guided light 

modes by enforcing a momentum transfer selection. The importance of selecting the 

optimal experimental convergence and collection angles is highlighted. The effect of the 

created off-axis acquisition conditions on the selection of the transitions from valence to 

conduction bands is discussed in detail on a simplified isotropic two band model. The 

experiment shows interpretable band gap signals on reference samples of diamond, GaN 

and AlN while offering spatial resolution in the nanometer scale. 

 Continuing the ideas on deliberate selection of certain transitions from the previous 

chapter, the fifth chapter presents a simple method to measure the indirect band gap of 

diamond with EELS in TEM. The possibility to deliberately select specific transitions of 

interest is shown and the importance of momentum space resolution in EELS for the 

accurate measurements of indirect band gap is demonstrated both experimentally and on a 

simple 2 parabolic band model of the band structure.  

 Finally, in the sixth chapter the future prospects are outlined pointing out the emerging 

possibility to partly reconstruct the band structure with EELS and obtain a distribution of 

the transitions with the lowest energy from valence to conduction band in momentum 

space.  

 



Samenvatting  
 

Diamant is een materiaal met uitzonderlijke kenmerken en een van de hardste allotropen 

van koolstof. Het wordt onder hoge druk en temperatuur gevormd in de mantel van de aarde, waar 

het zijn unieke fysieke en mechanische eigenschappen ontwikkeld. Het geologisch verleden van 

natuurlijke diamanten laat sporen na in de vorm van vele onzuiverheden en defecten, welke elke 

edelsteen voorzien van exclusieve eigenschappen, zoals hun kleur. Tegenwoordig laten moderne 

technieken, zoals chemical vapor deposition (CDV), ons toe om diamant te produceren in een 

laboratorium op een gecontroleerde wijze, om zo te profiteren van deze eigenschappen op een 

industriële schaal. Materialen gebaseerd op diamant worden toegepast in elektronica, optica, 

elektrochemie, fotonica, biologie enz. Zo kan bijvoorbeeld diamant door zijn uitstekende 

thermische geleidbaarheid gebruikt worden om warmte te verspreiden in transistoren met een 

hoge elektronen mobiliteit, welke functioneren bij een hoog vermogen en hierdoor de neiging 

hebben om te oververhitten. Daarnaast tonen diamante films ook potentieel voor gebruik in grote 

veld emitterend toestellen. De combinatie van diamant met andere materialen, zoals hexagonaal 

boornitride met een negatieve elektronenaffiniteit, kan zorgen voor een hogere emissie efficiëntie. 

De synthesetechnieken van diamant zijn ook voortdurend in ontwikkeling. Recente vooruitgang in 

CVD synthese, gebruik makend van lineaire antenne microgolf overdracht systemen, staat ons toe 

om de thermische belasting op het substraat te verminderen en diamante films van een goede 

kwaliteit aan te brengen bij lage temperaturen. Dit introduceert een nieuw toepassingsgebied van 

diamante films op thermisch gevoelige substraten. Zowel natuurlijke als artificiële diamant 

materialen vereisen echter uitgebreid onderzoek, waarvoor transmissie elektronenmicroscopie 

(TEM) een van de meest geschikte technieken is. 

TEM is een ideale techniek om de microscopische structuur en samenstelling van 

materialen op lokale schaal te onderzoeken, vaak tot op atomaire resolutie. Een microscoop is een 

veelzijdig werktuig en kan uitgerust worden met een elektronen energieverlies spectrometer, 

welke ons toestaat om de samenstelling van materialen, inclusief de chemische bindingen, te 

onderzoeken met een sub-ångström ruimtelijke resolutie. Het is zelf mogelijk om diëlektrische 

eigenschappen en de bandkloof te bepalen tot op nanometerschaal. Met de moderne 

monochomatoren in TEM is het mogelijk om een energieresolutie van ongeveer 100 meV te 

bereiken, waardoor de bandkloof van halfgeleiders kan onderzocht worden op nanometerschaal. 

Het toepassen van elektronen energie verlies spectroscopie (EELS) is echter nog niet gebruikelijk 

door de dubbelzinnigheid in de interpretatie van de data. Wanneer een elektron sneller beweegt 

doorheen een medium dan de fasesnelheid van het licht in dat medium, zendt het bijvoorbeeld 

Cerenkovstraling uit, wat leidt tot een energieverlies voor het elektron. Dit heeft een onwenselijke 

impact op het lage energieverlies gebied in het EELS spectrum en compliceert het onderscheiden 

van het signaal dat overeenstemt met de bandkloof. Diamant is als indirecte bandkloof halfgeleider 

met een hoge brekingsindex een uitdagend materiaal voor de bepaling van de bandkloof met EELS. 

Desalniettemin was de goede ruimtelijke resolutie, een van de grootste voordelen van EELS over 

optische methoden, een sterke motivatie om de techniek verder te ontwikkelen door te corrigeren 

voor de ongewenste energieverliezen en op de wijze de bandkloof correct te bepalen. 
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Het onderwerp van deze thesis is de karakterisatie van diamant en verwante materialen 

met TEM en EELS technieken. Het eerste deel is toegewijd aan het onderzoek naar de structuur en 

samenstelling van de nieuwe diamant materialen, het tweede deel behandelt de studie van defecten 

in natuurlijk diamant en het laatste stuk betreft de ontwikkeling van de methoden om correct de 

bandkloof met EELS te bepalen. Bij dit laatste wordt de nadruk gelegd op de toepassing van deze 

technieken op diamant, welk vaak wordt gebruikt in halfgeleider apparatuur, waar de kennis van 

de lokale bandkloof onontbeerlijk is. 

 Het eerste deel van de inleiding geeft een overzicht van de natuurlijke en artificiële diamant 

materialen, met de nadruk op de productie van diamante films met de CVD methode. Het 

tweede deel beschrijft kort het werkingsprincipe van de transmissie elektronenmicroscoop 

en de verschillende soorten informatie die we ermee kunnen verkrijgen. Hierbij ligt de 

nadruk op EELS en in het bijzonder het meten van diëlektrische eigenschappen met behulp 

van EELS. 

 Het tweede hoofdstuk behandelt het onderzoek naar twee nieuwe types diamant 

gebaseerde materialen – de diamant/hexagonale BN heterostructuur voorgesteld voor 

veldemissie toestellen en de diamant film gegroeid met de nieuwe CVD techniek bij extreem 

lage temperaturen. Beide materialen werden uitgebreid bestudeerd met hoge resolutie 

gerasterde transmissie elektronenmicroscopie (STEM) en EELS. Dit toonde aan dat het 

hexagonale BN een goede kristalstructuur heeft en liet toe om de superieure veldemissie 

eigenschappen van deze heterostructuur te verklaren doordat de hexagonale BN direct op 

het diamantoppervlak kan groeien.  Op basis van data opgenomen met de TEM, werd het 

model van hexagonale BN groei voorgesteld. Verder worden ook drie mechanismen voor de 

ongebruikelijke plaatachtige morfologie van de groei van de diamant film bij lage 

temperaturen voorgesteld. 

 Het derde hoofdstuk is toegewijd aan de studie van het stikstof plaatdefect in natuurlijk 

diamant met behulp van STEM en EELS. Dit defect komt voor in 98% van al het natuurlijke 

diamant, maar sinds de ontdekking ervan zo’n zeventig jaar geleden, is zijn precieze 

kristalstructuur nog steeds ongekend. Op basis van hoge resolutie STEM data en nieuwe 

beeldverwerkingstechnieken wordt een consistent model voor het plaatdefect voorgesteld. 

De rol van stikstof in de plaatstructuur wordt onderzocht, en de vervangende rol ervan 

wordt voorgesteld. 

 Het vierde hoofdstuk beschrijft een techniek om de bandkloof van diëlektrische materialen 

met hoge brekingsindex, zoals diamant, te meten met EELS. De techniek maakt gebruik van 

een cirkelvormig (Bessel) apertuur en onderdrukt Cerenkov verliezen en oppervlakte-

geleide licht modi door een selectie op te leggen aan de impulsoverdracht. Het belang van 

de keuze voor de optimale experimentele convergentie- en collectiehoeken wordt 

benadrukt. Het effect van de gecreëerde off-axis acquisitievoorwaarden op de selectie van 

de transities van valentie- naar conductieband wordt gedetailleerd besproken op basis van 

een vereenvoudigd en isotroop tweebandenmodel. Het experiment demonstreert 

interpreteerbare bandkloofsignalen op de referentiematerialen diamant, GaN en AlN, terwijl 

een ruimtelijke resolutie in de nanometerschaal behaald wordt. 
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 In het vijfde hoofdstuk wordt verder gebouwd op het idee van de bewuste keuze van 

bepaalde transities uit het vorige hoofdstuk. Een eenvoudige methode om de indirecte 

bandkloof van diamant en EELS in TEM te meten wordt voorgesteld. Er wordt getoond dat 

het mogelijk is om doelgericht specifieke interessante transities te selecteren, en het belang 

van resolutie in de impulsruimte in EELS voor de accurate meting van de indirecte 

bandkloof wordt experimenteel aangetoond, alsook op basis van een eenvoudig model met 

twee parabolische banden als de bandenstructuur. 

 Ten slotte worden in het zesde hoofdstuk de toekomstperspectieven opgelijst. Hieruit blijkt 

duidelijk de opkomende mogelijkheid om de bandenstructuur gedeeltelijk te reconstrueren 

met EELS en om een verdeling van de transities met de laagste energie van valentie- naar 

conductieband in de impulsruimte te bekomen. 
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Introduction 1. Diamond 

General properties of diamond 

Diamond is one of the allotrope modifications of carbon together with graphite, graphene, 

amorphous carbon, carbon nanotubes etc.[1]. Each carbon atom in diamond in situated in the center 

of a tetrahedron formed by four neighboring carbon atoms at the corners. Each carbon is sp3-

hybridized and the four equal covalent bonds have a length of 1.54 Å. Due to the tetrahedral 

coordination of the atoms, the diamond lattice is face centered cubic (FCC) with a space group 

𝐹𝑑3̅𝑚 with a translation of [
1

4
,
1

4
,
1

4
] and a lattice parameter of 3.56 Å. It has three main 

crystallographic planes – {100}, {110} and {111}. This close-packed structure can form only under 

extreme conditions in nature though several methods mentioned below were developed to 

synthetize diamond in the lab. The unique strong and symmetrical structure of diamond is the key 

to its unusual properties and applications in various fields.  

Strong covalent bonds and tetrahedral coordination of each atom make diamond the 

hardest natural material reaching 10 on Mohs hardness scale with very small compressibility. It 

can, therefore, be used as (nano)indenter to measure hardness of other materials [2] and serves as a 

coating for cutting tools. On the other hand, compared to hardness, the toughness of diamond is 

average due to its easy octahedral cleavage in {111} planes making it relatively brittle. This 

property is used when cutting diamond for jewelry applications. 

 

Figure 1.1. Cubic unit cell of diamond showing tetrahedral coordination of each carbon atom.  

Surprisingly for an electrical insulator, diamond has good thermal conductivity of 2300 

W/(m·K) because of the strong covalent bonds and high sound velocities allowing to easily 

propagate thermal energy between atoms. This makes diamond highly resistant to thermal shock 

and thermal lensing and, hence, it can be used as an electrical insulator in heat sink applications to 

prevent silicon and other materials in semiconductor devices from overheating [3]. Purity of the 

crystal plays an important role – the higher it is the better diamond conducts heat. Single crystals 

https://en.wikipedia.org/wiki/%C3%85
https://en.wikipedia.org/wiki/%C3%85
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outperform polycrystalline diamond in terms of heat conduction. Moreover, diamond is thermally 

very stable, oxidizing in air above 700°C [4] and remains stable in the non-oxygen environment up 

to about 1700°C [5]. 

Optical properties of diamond are unique as well – ideal single crystal diamond is 

transparent in most of the ultraviolet (UV), visible light and microwave range. Higher-order 

multiphonon lattice absorption creates a strong absorption band in the 2.5-6 µm region [6]. Pure 

single diamond crystals are close to this ideal case. However, impurities and intrinsic defects which 

are present in every real natural or synthetic crystal absorb light in various regions which helps to 

identify them with light absorption techniques. The refractive index of diamond is high at ̴ 2.4 in the 

visible range of light and shows a strong dependence on frequency.  Diamond is optically isotropic 

due to its cubic crystal structure.  

 

Table 1.1. General properties of diamond 

Property Value 

Density 3,520 kg/m3 

Elastic (Young) modulus (random averaged) ̴ 1150 GPa 

Hardness ̴ 100 GPa 

Band gap (indirect) 5.47 eV 

Thermal conductivity 2300 W/(m·K) 

Debye temperature  2200 K 

Refractive index (at 620 nm) 2.41 

 

Defects in diamond are also responsible for its luminescent properties. For example, 

peculiar luminescent qualities of a single nitrogen vacancy NV-   which can serve as a single photon 

emitter recently have attracted a lot of attention due to its possible application as a qubit in a 

quantum computer or a sensor of magnetic fields, temperature, molecular environment etc.[7]. 

 Pure diamond is an insulator with an indirect band gap of 5.4-5.5 eV [8] but boron doping, 

even in small amounts, makes diamond a p-type semiconductor [9]. Phosphorous doping provides 

diamond with n-type conductivity. Electron and hole mobilities of diamond are the highest among 

wide-band gap semiconductors, for instance, for a pure single crystal diamond the values are 

4,500 𝑐𝑚2𝑉−1𝑠−1 and 3,800 𝑐𝑚2𝑉−1𝑠−1, respectively [10]. Both mobilities are maintained even at 

high operation temperatures of 400-500 K. High charge mobility together with high saturation 

velocity (maximum possible velocity of a charge carrier in the presence of the high electrical fields), 

high predicted dielectric breakdown field and good thermal conductivity makes diamond a very 

advantageous material for high frequency field-effect transistors (FET) and high power switches 

and devices such as Schottky diodes [11]. Diamond has also recently been considered as field 

emission source [12].  

Natural diamond 

In the history of human kind, diamond was always attracting a lot of attention, thanks to its 

outstanding properties such as hardness, thermal conductivity, transparency and, of course, 

indisputable beauty (related to dispersion). Excellent reflectivity of faceted brilliant and multiple 

varieties of color and shape makes this gemstone an object of desire, which requires careful and 
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detailed investigation. Natural diamonds are formed from carbon sources of different kinds in the 

lithospheric mantle of the Earth under high pressure ranging from about 4.5 GPa to 6 GPa and 

temperatures in the range 900-1300 °C [13]. Diverse conditions of their formation can cause strong 

variations in the properties of diamonds mined in different parts of the globe [14].  

Nitrogen is the main impurity in diamond [15] and can reach up to 0.3 atomic %  due to their 

close match in atomic radiuses making embedding into the diamond lattice much easier for 

nitrogen than for the majority of other elements. One of the main classifications of natural 

diamonds is based on the type and quantity of nitrogen impurities [16]. Most of these gemstones 

contain aggregated forms of nitrogen, mostly A centers formed by two neighboring nitrogen atoms 

and B centers with four nitrogen atoms around a vacancy [17], and belong to the so-called I type. 

Around 98% of natural diamonds are attributed to the subtype Ia with a high amount of nitrogen 

aggregates which are relatively widespread in the crystal giving it a slight yellow or almost 

transparent color. On the contrary, in a type Ib, nitrogen concentration is much lower and it is 

distributed more uniformly with mostly single substitutional N occupying isolated sites in the 

crystal. They stronger absorb blue and green light and, therefore, provide these rare gemstones 

with deep yellow and even brown color [18].  Only 0.1% of diamonds are of this type. 

Diamonds where nitrogen cannot be detected by current means of technology belong to the 

II type. They make up to 1-2% of all natural diamonds and are the purest and most valuable on the 

market. This second type of diamond is also divided into a and b categories where the b subtype 

contains boron impurities. Usually, IIa diamonds are colorless like, for example, the Beau-Sancy 

diamond (table 1.1.1) or, sometimes, due to intrinsic imperfections they can have tints of yellow, 

brown or red like the De Young Red Diamond, the third largest known red diamond.  

 

Table 1.2. Varieties of color in natural diamonds 

    
Beau Sancy1 

 

De Young Red 

Diamond2 

Dresden green 

diamond3 

Koi diamond4 

 

 

However, not only nitrogen can be present in natural diamonds. It is well known to contain 

hydrogen [19], nickel [20] and boron [14]. B impurities are quite common in IIb type and are 

responsible for an increase in electrical conductivity acting as acceptors and making diamond a p-

                                                           
1 By Heleashard (Own work) [CC BY-SA 3.0], via Wikimedia Commons 
2 By MBisanz (Own work) [CC BY-SA 3.0 or GFDL], via Wikimedia Commons 
3 By Chris73 [CC BY-SA 3.0], via Wikimedia Commons 
4 By Rawstone Business Holding (Own work) [CC BY-SA 3.0], via Wikimedia Commons 
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type semiconductor [21]. The color of IIb diamonds can vary from green to grey due to the 

absorption of red, orange and yellow light by the boron sites.  

Properties of natural diamonds can be changed artificially, for example, in order to impart 

them with a more attractive color. Different ways to manipulate colors of diamond through 

introducing new defects with radiation and/or temperature [14,22] or removing existing by high 

pressure high temperature (HPHT) conditions [23] have been developed. Diamonds are also known 

to change their color under natural radiation (table 1.1, Dresden green diamond). 

Impurities mentioned above together with intrinsic imperfections form a wide range of 

defects in natural diamond including point defects, carbon interstitials, dislocations, platelets and 

voidites [24]. Among many there are a few that attracted a lot of attention recently like the N-V 

vacancies. Others, like platelets have been studied for decades but their exact crystalline structure 

is still not completely clarified. The platelet defect was first detected in the 40s by means of X-ray 

diffraction (XRD) [25] and found only in nitrogen-rich Ia natural diamonds. Platelets are semi-planar 

structures with size from a few tens of nm to µm oriented along <100> crystallographic planes in 

diamond. Remarkably, platelet-like structures were also observed in other materials with FCC 

lattice - Si [26] and Ge [27]. Dislocations are very widespread in natural and synthetic diamond as 

well [28]. Voidites, nm sized nitrogen clusters with octahedral shape, are considered as a product of 

thermal degradation of platelets [29].  

Defects and impurities in diamond are commonly studied by light absorption spectroscopy 

in infrared (IR), visible and UV parts of the spectrum, photoluminescence, cathodoluminescence 

and electron paramagnetic resonance (EPR) [14,30]. These techniques while having undeniable 

advantages lack spatial resolution which in some cases makes it difficult to attribute a spectral 

feature to a specific defect considering their abundant variety in natural diamond.  

Transmission electron microscopy (TEM) is capable to directly visualize materials at the 

atomic scale and can help to obtain missing information about defect structure, or even reveal new 

defects [31]. For example, this method heavily impacted the investigation of the platelet by directly 

visualizing the defect and measuring nitrogen concentration precisely in the platelet by means of 

energy electron loss spectroscopy [32]. These measurements demonstrated that a platelet does not 

contain enough nitrogen to be a sink of nitrogen aggregates in a Ia diamond, as it was suggested 

before, and different models with mixed carbon and nitrogen interstitials were developed [33,34].  

TEM also proved itself as an excellent technique to study dislocations in natural diamond. 

For example, in order to investigate the correlation between the brown color of natural IIa 

diamonds and dislocation type Willems et al. [35] statistically determined total dislocation density 

and Burgers vectors of dislocations using TEM. Visualization of the object with atomic resolution 

also allows to do sanity checks for the theoretical models developed for this object like, for example, 

in the study on modeling the dissociation and glide motion of the dislocations in IIa natural 

diamonds [36].   

Artificial diamond 

Nowadays, diamond synthesis has evolved to the level where artificial diamonds can be 

given most properties of natural ones, even outperforming them. Synthetic diamonds cover the 

major part of industry demand. There are a few approaches to produce artificial diamonds which 

suits best for different purposes.  
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High pressure high temperature (HPHT)  

HPHT method is one of the first developed techniques of diamond synthesis which 

reproduces natural conditions of the Earth's crust in the lab. A pure carbon source is placed in a 

specially designed anvil cell where a temperature of about 1300-1500 °C and a pressure of 5-6.5 

GPa is applied to synthetize crystals up to about 15 mm [37]. Usually, transition metals such as 

nickel and cobalt are used as solvent-catalysts in this process as they allow to significantly decrease 

the required temperature and pressure. Most of HPHT diamonds are of Ib type and may contain 

impurities of the metal catalysts or materials of the anvil cells. Diamonds obtained through the 

HPHT method find their application in abrasive coatings or as substitution of natural diamonds in 

jewelry.  

Chemical Vapor Deposition (CVD) 

Chemical Vapor Deposition (CVD) synthesis together with HPHT pioneered the production 

of artificial diamonds. In general, CVD is based on the pyrolysis reaction of gas or gases flowing in a 

chamber towards a heated substrate to be coated. CVD [38] is widely used to perform thin film 

growth in the semiconductor industry and also to coat cutting tools. This process does not require 

such extreme conditions as HPHT though the temperature may reach 1600°C. CVD can be 

accomplished even at atmospheric conditions but in modern systems it is performed at low 

pressure or ultra-high vacuum in order to eliminate unwanted gas-phase reactions and improve 

film uniformity across the substrate. Chemical reactions between gas precursors can be enhanced 

with plasma, microwaves, UV-light, laser or electron beam. This allows to reduce the temperature 

of the CVD process which can be crucial in production of multilayered semiconductor 

heterostructures. Carbon containing gases such as methane, carbon monoxide, hydrocarbons, 

alcohol, ether, can be used as precursors in CVD synthesis of diamond, among which methane is the 

most frequently used.  

Depending on the substrate single- or polycrystalline diamond films can be produced 

during the CVD process. Monocrystalline diamond can be grown on another monocrystalline 

diamond substrate or iridium due to its crystalline structure, lattice parameter, thermal stability 

and catalytic activity [39]. Still, imperfections such as dislocations [40] can appear during the 

synthesis. Their number can be reduced by consecutively growing a stack of single crystal diamond 

layers where the top one will have the least defects [41]. Polycrystalline diamond films can be 

deposited on many substrates, for example, silicon or carbon nitride. Direct growth of diamond film 

on materials with a different nature can be achieved by spreading nanodiamond seeds on the 

surface of the substrate [42].  

Many types of CVD processes were designed throughout its history each having pros and 

cons. In particular, a few are used in diamond production [43]. For example, the hot filament CVD 

(HFCVD) process uses a filament which is kept at higher temperatures than the substrate in order 

to decompose the gas reagents to free radicals. Meanwhile, the low temperature of the substrate 

allows to increase the absorption rates. Unfortunately, the deposited diamond film is likely to be 

contaminated with the material of the filament in this process.  

Another suggested method is combustion flame CVD (CCVD) [44] where the flame of a 

welding torch is placed closely to the substrate. The acetylene/oxygen flame converts into highly 

reactive intermediates, rapidly interacting with the substrate and forming a strongly adhering 
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coating. This process is fast and cheap as the growth rates are high and it can be carried out in air, 

not requiring expensive ultra-high vacuum (UHV) equipment. However, CCVD also has a few 

disadvantages, for instance, damage of the substrate due to interaction with the flame and the small 

area of deposition.  

The most widespread and best controlled method of diamond synthesis is a microwave 

plasma-enhanced CVD (MPECVD) carried out at UHV conditions. It is highly reproducible and 

allows to obtain good quality highly pure diamond films on large surfaces. The mix of gaseous 

precursors consists of carbon source, usually methane with hydrogen which content is significantly 

higher than the methane concentration. Nitrogen, trimethylborate or trimethylborane etc. can be 

added into the mixture in order to dope the film with desired elements.  

 

 
Figure 1.2. Scheme of the microwave plasma-enhanced CVD process of diamond growth. 

 

Chemical reactions in the MPECVD chamber can be described by the following simplified equations 

(figure 1.2): 

 

H2 
𝑀𝑉 𝑝𝑙𝑎𝑠𝑚𝑎
→         2H•                                (1.1) 

CH4 + H•→ CH3
• + H2                                     (1.2) 

 

The hydrogen molecule dissociates in two radicals in the microwave plasma environment 

by reaction (1.1). Then the hydrogen radical can interact with the molecule of methane breaking the 
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C-H bond and creating a methyl radical. In the meanwhile, the hydrogen radical also breaks the 

dangling bonds at the surface of the diamond seeds or diamond substrate. Due to convection of 

gases in the CVD chamber, CH3•  radicals are transported to the substrate where they have non-zero 

probability to engage with broken dangling bonds at the seed. Omitting the details, this process 

continues while methyl molecules attach to the surface of the seeds. A large abundance of hydrogen 

is required to etch away non-diamond carbon formations. This process is described in more detail 

in the Standard Growth Model for CVD diamond [45]. During the growth of polycrystalline diamond 

film argon can be added to the gas mixture in order to obtain smaller grains due to renucleation [46].  

MPECVD is widely used to deposit diamond layers in semiconductor heterostructures as it 

allows to create good quality films on large areas and is relatively gentle to the substrate. As 

mentioned before, diamond has excellent thermal conductivity and can be used to remove 

extensive heat in semiconductor devices, such as AlGaN/GaN high electron mobility transistors 

(HEMTs) which tend to degrade due to overheating. The maximum benefit of diamond’s good 

thermal properties can be exploited by placing a diamond heat spreader as close as possible to the 

electron channel as AlGaN/GaN HEMT as it was shown, for example, in this work [47].  

  The temperature of the diamond deposition during this process is around 1000°C but it can 

be decreased down to about 350-410 °C by using linear antenna MPECVD [48–50]. In this method a 

conductive antenna – source of the microwaves, is placed within a few centimeters above the 

substrate. By controlling the gas flow it is possible to keep the plasma concentration near the 

substrate much lower than around the antenna and this way the temperature of the diamond 

growth can be decreased. This method opens attractive opportunities to deposit diamond coatings 

on more heat sensitive substrates, for example, plastics.  

By combination of different deposition techniques various layers can be grown on the CVD 

diamond film obtained in the previous step. For example, in Hasselt University a boron nitride layer 

was grown on a polycrystalline diamond (PCD) film by physical vapor deposition [51]. This 

multilayered material can serve as an efficient field electron emission (FEE) source due to the high 

carrier mobility of BN and diamond and low work function or even negative electron affinity of BN 

reported in some works. The diamond substrate helps to grow vertically elongated hexagonal 

nanowalls of BN right away. This allows to skip the turbostratic stage of BN growth and, hence, 

improve electron emitting properties. This material also demonstrated low turn-on field, high field 

enhancement factor and high life-time stability.  

Diamond itself can be a good candidate for a FEE source. Its emitting properties can be 

improved even more by modifying the shape of the diamond layer, for example, creating an array of 

1D diamond nanorods on top of the first diamond layer. This structure was grown in Hasselt 

University by applying a selective seeding technique. Nanodiamonds in a pseudo-stable suspension 

in deionized water were deposited on top of the polycrystalline diamond film and served as etching 

mask during reactive ion etching process in an O2 (80%) gas mixture fabricating vertically aligned 

diamond nanorods [52]. This structural variant surpasses diamond film in field electron emission. 

 

Nanodiamonds 

Nanodiamonds make up the third category of artificial diamonds. They are obtained during 

controlled explosion of a carbon source inside a closed area when high pressure high temperature 
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conditions are created for a short time. Besides explosion, nanodiamonds can be synthetized by 

hydrothermal synthesis, ion and laser bombardment etc. [53]. Natural nanodiamonds are also found 

in meteorites. It was proposed that they formed due to the high impact events with other cosmic 

objects. The size of nanodiamonds for most applications varies from 5 nm to 150 nm though 

smaller nanodiamonds of 1 nm and bigger ones up to 1 µm are known. They find application in 

many fields including:  

- medicine as drug delivery carriers related to their biocompatibility;  

- biology in biolabeling with nanodiamonds containing luminescent centers such as NV-, SiV-, 

GeV- 

- sensors of various kinds. Luminescent centers such as NV-, SiV-, GeV- which naturally occur 

or can be created in nanodiamonds are sensitive to weak magnetic fields, temperature etc.; 

- polishing agent. 

 

 

 

 

 

 

 

 

 

 

 



 

Introduction 2. Transmission Electron Microscopy 

General description of a transmission electron microscope 

The idea to create a microscope where matter can be investigated by electrons was raised 

as an answer to the limitations of the light optical microscope where the spatial resolution1 cannot 

exceed the wavelength of light. On the other hand, electrons accelerated to 300 keV, have a matter 

wavelength of   ̴ 1.97 pm which would result in this reasoning to an ultimate spatial resolution of 

this order of magnitude. The general equation for the matter wavelength of accelerated electron 

reads: 

𝜆 =
ℎ

√2𝑚0𝐸(1+
𝐸

2𝑚0𝑐
2)

 ,                                                           (1.3) 

where E is an acceleration voltage in eV, m0 is an electron rest mass and c – speed of light in 

vacuum.  

The first prototype of an electron microscope was created by Ernst Ruska in 1932 [54,55]. 

Soon after that, the resolution of an electron microscope surpassed the optical one. Nowadays, high-

end modern microscopes can have spatial resolution of up to 0.5 Å which allows investigating 

materials truly at atomic level. Electron microscopes typically operate in two main modes: TEM 

where the sample is illuminated with a parallel beam and in STEM where a beam is focused and 

scanned over the sample. Both modes can provide different types of information as described in 

more details in the next section. 

The manipulation of electrons is quite complicated, and the main challenge of an electron 

microscope is to create a coherent non-aberrated beam which could allow to come as close as 

possible to the theoretical resolution set by the matter wavelength. This challenging task is 

accomplished with a sophisticated vertical design of a microscope column where electrons, firstly 

extracted from the source, are accelerated and then guided down to the sample with a large number 

of magnetic lenses and apertures (figure 1.3).  

Several non-ideal factors affect the performance of the microscope with reduced coherence 

being an important factor. The first reason of limited coherence in TEM originates from the source 

of electrons. An ideal electron source should be infinitely small and bright; this leads to good spatial 

coherence in the parallel beam that hits the sample. Small spread in energy of the extracted 

electrons and stability in time are equally important factors influencing the observed coherence in 

the sample plane[56]. The technological evolution of the electron sources went  from thermionic 

sources like a heated tungsten wire to heated field emission guns (FEGs) of the Schottky type or  

with  field emission in a cold-cathode variant (table 1.3). The energy spread of the electron source is 

mostly responsible for the appearance of the chromatic aberration before hitting the sample. In 

fact, it worth mentioning that the energy spread of electrons in the beam can also significantly 

increase by passing through thick samples, for example, those encountered in biology.  

An ideal electron source should serve as a point source of spherical waves. However, the 

whole design of a microscope is dedicated to limit the curvature of the wave front in order to get as 

                                                           
1 At least in simple setups. Recently great progress has been made in sub-wavelength optical imaging with 
widely different setups. 
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close as possible to the plane wave front situation and stay in a so-called paraxial approximation. 

This paradox is explained by the limitations of the magnetic lenses outlined below.  

 

 

 
Figure 1.3. a. Simplified scheme of a double aberration-corrected monochromated TEM b. 

Schematic ray diagram for TEM imaging mode of the microscope (color of parts of the 

column corresponds to (a), correctors and some parts are omitted for simplicity). *In 

modern microscopes there are two objective lenses above and below the sample. This 

situation is shown at (a); ray diagram just demonstrates the case of the one aperture (note 

that objective aperture is placed on the back focal plane).  
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Table 1.3. Comparison of different electron sources 

Property W LaB6 Schottky Cold FEG 

Operating temperature, K 2700 1700 1800 300 

Operating vacuum, Pa 10-2 10-4 10-6 10-8 

Virtual source size, nm 2500 500 15 2.5 

Brightness, A/m2 sr 109 5 ✕ 1010 5 ✕ 1012 1013 

Energy spread, eV 1.5-3 1.3-2.5 ̴ 0.7 0.3-0.4 

Stability, %/hour 1 1 2 5 

 

 Magnetic lenses [57] which guide and focus electrons along the column are the second and 

the main reason for the distortions of the electron beam. Highly accelerated electrons are to be 

manipulated the best with a magnetic field1 and creation of a symmetric magnetic field is not a 

trivial task. With comparison to optical lenses in light microscopes, magnetic lenses introduce a 

substantial amount of aberrations while guiding the electrons down the column. The simplest 

design of a magnetic lens is a hollow cylindrical core – polepiece, made from a soft magnetic 

material like iron with a copper wire coiled around it. The magnetic field guides the electrons 

through the middle of the polepiece. Electrons which travel not at the optical axis in a circularly 

symmetric magnetic field acquire a helical trajectory due to the azimuthal component of the 

Lorentz force caused by the radial component of the magnetic field; while focusing towards optical 

axis happens because of the radial component of the Lorentz force created by the interaction of the 

azimuthal component with the z component of the magnetic field.   

There are a few reasons for distortions to appear [58]: chromatic aberration mentioned 

above; parasitic aberrations arise from deviations from perfect circular symmetry caused by 

imperfections in the lens polepieces; geometrical aberrations are caused by geometrical properties 

of the magnetic field itself. There are five primary distortions, called Seidel aberrations: spherical, 

astigmatism, coma, field curvature, distortion. The last aberration – distortion, starts to play a role 

only at low magnifications and can be ignored for high magnification work.  

How to describe these aberrations? One of the ways was suggested by Hawkes and Kasper 

[59] and outlined by Marc de Graef [58]. Every point of the wave front Pinitial after passing through the 

lens will turn into Pfinal. If the lens is imperfect then the final position will be shifted from the ideal 

case resulting in a blurred final point which shape is determined by the aberration. This shift can be 

represented mathematically. Let’s assume that a complex number 𝑢 = 𝑥 + 𝑖𝑦 denotes the location 

of the point in a plane normal to the optical axis. Then the distance between this point and the axis 

will be 𝑟2 = 𝑢𝑢∗.  In case of an imperfect lens the position of the final point will be shifted by ∆𝑢 

from the ideal case and the final deviation is the sum of all these aberrations: 

 

                                                           
1 Electrons accelerated at low voltages (a few keV) can be manipulated as well with electrostatic fields but the 
operation with highly accelerated electron requires either the electrostatic fields which are not feasible or 
unreasonably long electrostatic lens. Moreover, it can be proven that aberrations are worse for electrostatic 
lenses as compared to electromagnetic lenses of the same focal length. 
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∆𝑢𝑓𝑖𝑛𝑎𝑙    =    𝐶𝑟𝑙𝑒𝑛𝑠
2 𝑢𝑙𝑒𝑛𝑠+          ← 𝑠𝑝ℎ𝑒𝑟𝑖𝑐𝑎𝑙 𝑎𝑏𝑒𝑟𝑟𝑎𝑡𝑖𝑜𝑛 

                                                +2(𝐾 + 𝑖𝑘)𝑟𝑙𝑒𝑛𝑠
2 𝑢𝑖𝑛𝑖𝑡𝑖𝑎𝑙 + (𝐾 − 𝑖𝑘)𝑢𝑙𝑒𝑛𝑠

2 𝑢𝑖𝑛𝑖𝑡𝑖𝑎𝑙
∗ +         ← 𝑐𝑜𝑚𝑎 

                                               +(𝐴 + 𝑖𝑎)𝑢𝑖𝑛𝑖𝑡𝑖𝑎𝑙
2 𝑢𝑙𝑒𝑛𝑠

∗ +          ← 𝑎𝑠𝑡𝑖𝑔𝑛𝑎𝑡𝑖𝑠𝑚 

                                               +𝐹𝑟𝑖𝑛𝑖𝑡𝑖𝑎𝑙
2 𝑢𝑙𝑒𝑛𝑠+       ← 𝑓𝑖𝑒𝑙𝑑 𝑐𝑢𝑟𝑣𝑢𝑡𝑢𝑟𝑒 

                                               +(𝐷 + 𝑖𝑑)𝑟𝑖𝑛𝑖𝑡𝑖𝑎𝑙
2 𝑢𝑖𝑛𝑖𝑡𝑖𝑎𝑙       ← 𝑑𝑖𝑠𝑡𝑜𝑟𝑡𝑖𝑜𝑛       (1.4) 

 

C, K, k, A, a, F, D, d are the real coefficients of the aberrations.  

 

 
Figure 1.4. Ray diagrams of distortions caused by three main lens aberrations. 

 

The origin of spherical aberration lays in the symmetry of a round magnetic lens as 

described by Scherzer’s theorem. The further an electron is from the optical axis the stronger it 

focuses by the lens causing the separation of a plane of least confusion where the image is the 

smallest and the Gaussian image plane. As long as circular symmetry is used, it is impossible to 

avoid this aberration, yet values for Cs have reached 0.5-1.5 mm.  

Coma aberration describes the situation when imaginary rays come out from the same point 

outside the optical axis and after passing through the lens converge in a set of different back focal 

planes resulting in a comet-like tail.  Besides physical imperfections in the lens this aberration 
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emerges from the lens magnetic field which is not centered on the optical axis or when an aperture 

is not symmetrically positioned on the optical axis. 

Astigmatism occurs when rays that propagate in two perpendicular planes have different 

foci. It results in the elongation of the image in opposite directions when going through focus. This 

aberration can be corrected by a special stigmator lens consisting of two magnetic quadruples 

rotated by 45° degrees according to each other. Due to the linear dependence on 𝑢𝑙𝑒𝑛𝑠 astigmatism 

and field curvature are treated at the same time. Usually, there are two stigmators – one is for 

condenser lens, another is for the objective lens. 

Geometrical and parasitic aberrations are possible to correct with a set of hexapolar 

(sometimes, octopolar) lenses which can be tuned to compensate for existing aberrations. Due to 

technological limitations low aberration conditions of the microscope exist only for electrons which 

travel very close to the optical axis in a paraxial approximation. This means that even for the 

modern aberration-corrected microscopes the operational angles are in the range of 0-30 mrad. 

Recently, some new ideas are suggested on how to overcome this limitation, for example, by 

targeted manipulation of the wave front and adjusting the phase at every point [60].  

Let’s consider taking an image with one single lens. It is important to highlight that in the 

paraxial assumption the lens makes a Fourier transform of the wave function in the front focal 

plane (i.e. the object wave function after undergoing free propagation to the FFP) into the wave 

function of the back focal plane (BFP): 

 

𝜙𝑏𝑓𝑝 = 𝑒
𝜋𝑖𝑘𝑥2(

1

𝑓
−
𝑢

𝑓2
)
�̃� (

𝑘𝑥

𝑓
) ;                                                       (1.5) 

 

and, hence, the wave function at the image plane when imaging with one single lens, can be 

calculated by applying free propagation from the lens’s back focal plane to the image plane (IP): 

 

 𝜙𝑖𝑝 ≈  𝜓 (−
𝑢𝑥

𝑣
),                                                                (1.6) 

 

- where u is the distance between the source (point Pinitial) and the lens plane; 

- v is the distance from the lens plane to the point Pfinal – image of Pinitial after passing through 

the ideal lens; 

- f is the focal length. 

Thus yielding an inverted and magnified copy of the initial wave function. Such an imaging system 

would however have fixed focus and magnification. 

In real electron microscopes a succession of lenses is used in order to obtain a high 

flexibility on imaging conditions. Hence, the initial wave function will reproduce through a 

sequence of ideal lenses up to a magnification factor. It also means that we can modify the wave 

function by creating an aperture with a certain shape which makes a superposition with a plane 

wave front and ‘shapes’ the beam. Different types of beams, for example, Vortex or Bessel, can be 

obtained by producing the right shape of the aperture.  

Let’s describe in more detail the creation of a special beam on the example of a Bessel beam. 

This beam came to the attention for optics applications after the works by Durnin [61] who showed 
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that a beam with an amplitude distribution described by a first order Bessel function normal to the 

direction of propagation will possess non-diffractive self-healing properties and, thence, high (in 

theory infinite) depth of focus. In electron optics, recent works [62,63] demonstrated the possibilities 

to create such beams in TEM. Electron Bessel beam can be described by the following equation: 

 

Ψ(𝜌, 𝜙, 𝑧; 𝑡) = 𝐽𝑛(𝑘𝜌𝜌)𝑒
𝑖𝑛𝜙𝑒−𝑖(𝑡𝐸/ħ−𝑘𝑧𝑧),                                 (1.7) 

 

- where Jn represents an nth order Bessel function of the first kind;  

- kρ and kz are transverse and longitudinal wave vector components of the wavefunction; 

- the position of the wave front in space is described in the cylindrical polar coordinates: ρ, 𝜙, 

z. t is responsible for the time component of the wave propagation. 

 

For the simple case of zeroth order Bessel function the beam can be written as: 

 

 Ψ(𝜌, 𝑧) ∝ 𝐽0(𝑘𝜌𝜌)𝑒
𝑖𝑘𝑧𝑧;                                                         (1.8) 

 

Fourier transform of the previous equation will give: 

 

Ψ̃ (𝑝
𝜌
, 𝑝
𝑧
) ∝ 𝛿 (𝑝

𝜌
− ħ𝑘𝜌)𝛿(𝑝𝑧 − ħ𝑘𝑧),                                     (1.9) 

 

where 𝛿 marks the Dirac delta function, 𝑝
𝜌
, 𝑝
𝑧

 – coordinates of reciprocal space.  

 It is easy to notice that the Fourier transform (1.9) of a Bessel beam can be considered as a 

conical superposition of plane waves which can be created by superimposing a thin (in theory 

infinitely thin) ring aperture function with a planar wavefront. Technically it is impossible to create 

such infinitely thin ring required for an ideal Bessel beam but a ratio of 9/10 between the radii of 

inner and outer circles is already sufficient to produce a very good approximation to the ideal case. 

This type of a ring-shaped Bessel aperture will play a major role in the experimental part of this 

work in Chapter 4. Other types of beams like Vortex [64], Gaussian [65] or Helix, standing outside 

current work, can be manufactured as well using the same approach.  

Types of signals in TEM 

Different types of signals are generated when an electron beam interacts with the sample 

[66]. In TEM the sample is typically less than a few hundred nanometers thick, and therefore we 

concentrate here mostly on the electrons that are transmitted through the sample and the signals 

they generate. The main part consists of the transmitted electrons elastically scattered from the 

atoms of the sample. This can provide structural information through electron diffraction patterns, 

or form an image of the sample. Elastic scattering occurs when the electrons interact with the 

microscopic electrostatic potential of the crystal, made up by the positive nuclei and the electron 

distribution around them. Another important part of the signal consists of inelastically scattered 

electrons which lost a fraction of their energy interacting with the electron cloud of the atoms in a 

specimen and, hence, carry information about the chemical bonds and dielectric response of the 

material. Separation of the scattering events into elastic and inelastic is done for simplicity as, for 
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‘elastic’ scattering it is difficult to define if there really was no energy transfer between sample and 

electron and often the term quasi-elastic is used here.  

 

 
Figure 1.5. Standard detection scheme of an electron microscope in STEM mode.  

 

X-ray signals are also generated during the interaction of the sample with the electron 

beam. Incoming electrons excite electronic states in the sample followed by a de-excitation process 

which is accompanied by an X-ray being emitted. Energy dispersive X-ray (EDX) spectroscopy [67] is 

widely used in TEM to estimate the chemical composition of the materials. 

Cathodoluminescence [68] is a less common but nevertheless interesting technique in TEM 

revealing optically transitions in the material with very good energy (due to optical spectrometers) 

and spatial resolution (due to the localized electron probe). This technique is also highly interesting 

to study the band gap of materials with high precision. 

A small amount of Auger and secondary electrons are also present in the signal generated 

by the electron beam. Though standard TEM equipment is not typically set up to measure these 

signals, recent works on TEMs with modified system of detection of secondary electrons (SE) show 

the possibility to image the surface atomic structure of materials using SE with atomic resolution 

[69].  



Introduction 2. Transmission Electron Microscopy 
 

24 

Diffraction 

Diffraction of electrons on the periodic electrostatic potential of a crystal, can be seen in 

terms of the Huygens principle. Indeed, each scattering atom can be regarded as the source of a 

scattered spherical wave originating on this atom, and the interference of all these scattered waves 

leads to specific directions of diffraction where strong constructive interference occurs. These 

interference directions cause typical diffraction spots in the far field of the scattering pattern, 

superimposed on a strong unscattered beam in the center (the so-called zeroth-order beam). 

Alternatively, the electron wave can be expressed in terms of so-called Bloch eigenstates in the 

periodic crystal potential and the Schrodinger equation provides the weight of these Bloch states 

depending on the boundary conditions of the incoming wave. The Bloch states are labelled through 

their reciprocal vector g and each state corresponds to the occurrence of a specific diffraction peak 

with the same label g. 

Such diffraction patterns carry structural information about the sample and are usually 

acquired in TEM mode, making use of a plane wave illumination, though nanobeam diffraction in 

STEM with a small convergence angle and quasi-parallel beam is also common.  

Imaging 

Materials can be visualized in two operating modes of the microscope: conventional TEM 

uses a parallel beam illumination and in STEM, a converged beam is scanned over the sample. 

Contrast in TEM images is formed by interference effects caused by the modulation of the plane 

wave by the crystal potential, and care should be taken to link the position of these interference 

effects with the position of atoms, but in general some relation between the actual projected crystal 

and the image exists. Through-focal series of TEM images can give an opportunity to reconstruct 

the so-called exit wave, retrieve the phase and remove the aberrations and distortions [70] where 

the phase now directly relates to the projected electrostatic potential of the crystal . However, 

recent technological evolution of the TEM has allowed to obtain sub-angstrom probe sizes and 

atomic resolution STEM imaging became possible. Since then it has taken a major part in visualizing 

the structure of materials due to its more straightforward interpretation.  

Elastic scattering of an electron beam from a nucleus can be described by the Rutherford 

cross-section: 

𝜎𝑅(𝜃) =
𝑒4𝑍2

16(4𝜋 0𝐸0)2
𝑑𝛺

𝑠𝑖𝑛4
𝜃

2

 ,                                               (1.10) 

where e is an electron charge, Z- atomic number, ε0 – dielectric constant of vacuum, Ω – scattering 

body angle and E0 – acceleration voltage of a microscope.  

Equation (1.10) has one important consequence – elastic scattering from a nuclei is 

proportional to Z2 and heavier atoms scatter much stronger that lighter ones. This expression for 

Rutherford scattering is only valid for high angles as it doesn’t take into account wave nature of the 

electrons including Bragg scattering. In reality the probability of scattering for the same atom 

varies in different angle ranges, especially for low angles. This factor represents the scattering 

amplitude of the electron wave from the single atom and is proportional to the elastic cross-section 

as: 

|𝑓(𝜃)|2 =
𝜎(𝜃)

𝑑𝛺
,                                                                (1.11) 
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The equation for the scattering factor can help to describe angular dependence of elastic scattering: 

 

𝑓(𝜃) =
(1+

𝐸0
𝑚0𝑐

2)

8𝜋2𝑎0
(
𝜆

𝑠𝑖𝑛
𝜃

2

)

2

(𝑍 − 𝑓𝑥),                                          (1.12) 

where E0 is acceleration voltage, 𝜆 is wavelength corresponding to E0, 𝑎0 =
4𝜋 0ℏ

2

𝑚0𝑒
2  is Bohr radius and 

fx is scattering factor for X-rays which is usually well-known and tabulated.  

Typically, STEM detectors are angular, exploiting the lack of azimuthal dependence in 

equation 1.12 which does not strictly hold in crystals where the structural effect will break the 

circular symmetry of the scattering (figure 1.5). Due to the different types of signals at smaller and 

higher scattering angles, there are usually up to four annular ring shaped STEM detectors in a 

microscope made to collect the electrons which undergo different scattering events. The bright field 

(BF) detector is meant to pick up the forward-scattered electrons (on-axis) which form a phase 

contrast image comparable to that in conventional TEM. The annular bright field (ABF) detector 

also collects forward-scattered electrons but without the central part removing unwanted 

dynamical effects. These detectors are very sensitive to the diffraction contrast induced by defects 

or grain boundaries. The annular dark field (ADF) detector is built to collect the intermediate signal 

between diffraction and mass-thickness contrast. The high angle annular dark field (HAADF) 

detector is placed further away from the optical axis and is made to acquire the electrons scattered 

from the nuclei and, therefore, forms mostly Z-contrast images. It is important to remember that 

the actual signal is determined by the type of atom and the camera length (CL) which is a measure 

for the magnification of the diffraction pattern and determines the angular collection range of the 

detectors (table 1.4). For instance, the ADF detector can serve as an ABF detector with a longer CL. 

An image collected with the same detector and at the same CL for a carbon and Pt specimen can 

have purely Z-contrast for carbon and carry mostly diffraction contrast for a Pt sample. 

 

Table 1.4. Experimental parameters for acceptance angles of HAADF detector for an FEI cubed 

Titan at 120kV and 300 kV at various nominal camera lengths. 

Camera length, mm Inner HAADF angle, mrad Outer HAADF angle, mrad 

300 kV 120 kV 300 kV 120 kV 

29.3 140.2 237.7 320.5 543.4 

46.2 92.5 156.9 211.5 358.5 

73 62.4 105.7 142.5 241.7 

115.9 41.5 70.4 94.9 160.8 

182.9 25.7 43.5 58.6 99.4 

286.3 16.1 27.3 36.9 62.5 

457.5 10.3 17.4 23.5 39.8 
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Image processing in (S)TEM 

 

Image processing of the (S)TEM images can provide much more additional information 

about the specimen than at first apparent. For example, the positions of atoms in the crystalline 

lattice can be precisely estimated from atomic resolution STEM in order to calculate the strain at 

the atomic scale [71] or to create a relevant model of the structure as a starting point for density 

functional theory (DFT) calculations. Moreover, image processing can help to correct images for 

scanning artefacts, such as drift or scanning distortions. New image processing techniques of most 

relevance for this work will be discussed below. 

Commonly, the positions of the atomic columns are estimated from maxima in the intensity 

line profile extracted from the ADF or HAADF STEM image [72]. For better accuracy, each peak in 

this line profile can be fitted with a Gaussian or Lorentzian function. This approach gives good 

results, though it is not optimal as a one-dimensional profile is used to obtain a position of the 

column which has two dimensions in reality. The software STATSTEM recently developed in EMAT 

[73] is capable to determine the atomic column position in two dimensions and also calculate 

scattered intensities for each column. Experimental ADF STEM images serve as a data plane from 

which the unknown parameters, such as atomic positions or scattering cross-sections can be 

statistically estimated. As intensity of the atomic column can be approximated with a two-

dimensional Gaussian function, the whole ADF STEM image is modeled with a superposition of 

Gaussian peaks. In this model each pixel with coordinates (xk, yl) is given the statistical expectation 

of its intensity 𝑓𝑘𝑙(𝜃): 

𝑓𝑘𝑙(𝜃) = ϛ + ∑ ∑ 𝜂𝑚𝑖exp(−
(𝑥𝑘−𝛽𝑥𝑚𝑖

)
2
+(𝑦𝑙−𝛽𝑦𝑚𝑖

)
2

2𝜌𝑖
2 )

𝑀𝑖
𝑚𝑖

𝐼
𝑖=1 ,                            (1.13) 

where ϛ – is a constant background, ρi - the column dependent width of the Gaussian peak, 𝜂𝑚𝑖 - the 

column intensity of the mith Gaussian peak, 𝛽𝑥𝑚𝑖
 and 𝛽𝑦𝑚𝑖

the x- and y-coordinate of the mith atomic 

column respectively. The index i determines the type of atoms in the column with I different types 

and the index mi refers to the mth column of type i with Mi the number of columns of type i. 𝜃 is a 

vector of unknown structure parameters: 

𝜃 = (𝛽𝑥1 , … , 𝛽𝑥𝑀1 , 𝛽𝑦𝑙1 , … , 𝛽𝑦𝑀1 , … , 𝜌1, … , 𝜌𝐼 , 𝜂𝑚1 , … , 𝜂𝑀1 , ϛ)
𝑇.                       (1.14) 

The parametric model represented by equation (1.13) is fitted to the experimental data 

using the uniformly weighted least squares criterion quantifying the similarity between the 

experimental images and the model. The scattering cross-section of each atomic column in case of 

ADF STEM images can as well be extracted from this model as the intensity of the column 

approximately represents the total number of electrons collected by the detector. The area under 

the peak mi with subtracted background represents the scattering-cross section:  

𝑉𝑚𝑖 = 2𝜋𝜂𝑚𝑖𝜌𝑖
2.                                                                   (1.15) 

This gives an opportunity to calculate the number of atoms in one column for a crystalline 

specimen consisting only of one element. Combining this information with so-called depth-

sectioning when the position of an atom in the nanoparticle can be estimated from a through-focal 

series, the 3D shape of the nanoparticle can be reconstructed [74]. In case of a thin specimen with 

two elements in the same column such as, for instance, a Ag/Au nanoparticle, the 3D reconstruction 
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can also be possible by using so-called atomic lensing model [75]. With the prior knowledge about 

the thickness and shape of the specimen only one HAADF-STEM image is required to extract the 3D 

information of thin-enough heterogeneous nanostructures.  

The aberration-corrected STEM microscopes are very sensitive to acoustical, mechanical or 

electromagnetic interference which can introduce image distortions at different frequencies. For 

example, low frequency distortions are mostly caused by the sample/stage drift, and high – by the 

scan noise [76]. Image distortions can introduce artefacts in the STEM images which may lead, for 

example, to errors in the estimation of the atomic positions. Each type of distortion should be 

approached differently and various methods have been proposed to correct for every frequency 

range.  

Arbitrary sample/stage drift makes the actual scanned area a rhombus assuming constant 

speed and direction of the drift. This distortion can be corrected, for instance, by comparing the 

corrupted STEM data with its TEM analog. An affine transformation (translation, rotation, dilation, 

shearing etc.) which corrects for the image drift, can be defined from this comparison [77]. This 

approach belongs to the so-called rigid registration techniques where all the points of the imaging 

data are shifted by the same vector and straight lines are preserved.  

  Scan noise adds a rapidly varying random signal to the beam position and can only be 

corrected by non-rigid registration. During this transformation different sub-regions of an image 

may move by differing vectors and straight lines are not necessary preserved. An experimental 

STEM image is a combination of the actual signal and these time-varying distortions. Assuming that 

atomic features are circular and without discontinuities, the distortions can be identified and 

corrected to a certain extent.  

 

 
Figure.1.6. a. Experimental HAADF STEM image of strontium titanate. b. Image corrected for 

scanning artefacts with JitterrBug software. c. Refined atomic positions together with fitted 

Gaussian model in the STATSTEM for input image a. 

 

One of the ways to correct for the scan distortions is implemented in the Jitter Bug software 

developed in the University of Oxford [78]. In case of the standard line by line scanning scheme in 

STEM mode, the distortions caused by scan noise can be separated into a component parallel to the 

scan direction (horizontal) and perpendicular to the scan direction (vertical). 
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To correct for horizontal distortions, a subset of pixels in a row is cross correlated with the 

row above and below. This way, the average offset is estimated which represents the displacement 

between the intended and the real probe position due to scan noise.   

Vertical distortions appear as a shift of intensity to the lower or higher rows being the most 

prominent at the top or bottom edges of atomic features. The way to correct them is to obtain first 

an intensity profile summed horizontally along the atomic feature and then rearrange the intensity 

of each row in the way that it would decay smoothly to both sides from the brightest row in the 

middle of the feature. Important to note is that this algorithm assumes a smooth signal which 

implies oversampling with respect to the Nyquist sampling theorem.  

Another approach implemented in the Smart Align software [76], is based on the time image 

series from which the time-varying distortions can be separated from the genuine sample 

information. The distortions are identified by the gradient descent method where the differences 

between the gradient of two grayscale images are used to propose the displacement filed between 

them. One of the images which can be simply taken as an average of the time series, is considered as 

a reference and stationary and the second one represents an actual image from the time series. It is 

commonly called ‘moving’ and adjusted to the reference. The displacement field is calculated as the 

difference between the intensity of the moving and static images, multiplied by the sum of their 

gradients.  By interactively decreasing the displacement field better scan distortion corrections can 

be achieved. Then, this procedure is repeated for the next image from the time series.  

 

Energy electron loss spectroscopy (EELS) in a transmission electron microscope 

Electrons of the primary beam can lose a fraction of their energy through the Coulomb 

interaction by exciting atomic electron shells (figure 1.7.a). This interaction is distinguished from 

the elastic one where the electron also ‘feels’ the total potential of an atom (nucleus and electron 

shell) but scatters without any excitation of the target atom (any possible excitation is considered 

negligible and ‘quasi-elastic’). Primary electrons excite the electrons of the specimen atom to empty 

states above the Fermi level. By measuring the energy loss of the inelastically scattered electrons of 

the primary beam, information about chemical composition and dielectric properties of the sample 

can be retrieved [79]. The EELS spectrum between  0-100 eV loss is commonly called a low loss EELS 

and carries information about dielectric properties of the material such as, plasmonic excitations 

and transitions from the valence to conduction band as can be seen in figure 1.7.b. The most 

pronounced feature of the low loss spectrum is a zero-loss peak (ZLP). It is formed by elastically 

scattered electrons or electrons which lost a non-detectable amount of energy through, for instance, 

excitation of phonons. The latest generation of monochromators in TEM is capable to provide an 

energy resolution down to 10 meV and detect some of these phononic modes [80].  
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Figure 1.7. a. Scheme of inelastic excitation in the TEM. b. Typical low loss spectrum of CVD 

polycrystalline diamond. c. Typical core-loss spectrum of CVD polycrystalline diamond. 

The core-loss part of the spectrum carries information about the composition of the sample 

which appears as sharp ionization edges raising above a decreasing background. Their onset energy 

approximately corresponds to the binding energy of the atomic inner shell and their shape 

possesses a fine structure which is influenced by the energy and occupation of the final states and 

can be used as a fingerprint to distinguish, for example, different allotropic forms of carbon or the 

oxidation state of a transition metal ion. Elemental quantification is also possible by correctly 

estimating the area under the ionization edge with the removed background which in most cases in 

the core-loss region can be approximated with a power law function as shown further. 

Basic description of the equipment  

Energy resolution in the electron microscope is mostly constrained by the quasi-

monochromatic electron source and by the limited performance of the current generation of 

electron spectrometers. The second issue can be partly overcome by going to lower acceleration 

voltages where the spectrometer appears to perform better. The first issue can be solved by using 

cold FEGs with smaller energy spread (see table 1.3) but this still will not bring the energy 

resolution below a few hundreds of meV. To achieve better energy resolution and avoid 

complications connected to cold FEGs, a monochromator which disperses the electrons by velocity, 

can be placed right after the gun. The most common design of monochromator is a Wien filter with 

perpendicular magnetic and electrical fields which at the same time both lay in the perpendicular 

direction to the path of the primary beam. Those primary electrons which travel parallel to the 

optical axis with velocity =
𝐸

𝐵
 , will continue their path undisturbed,  electrons which possess a 
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different velocity will acquire a cycloid motion and can be stopped with an aperture. The central 

part of this spread consists of electrons with almost equal velocity; by selecting this part with a slit 

aperture it is possible to obtain a more monochromatic beam and achieve an energy resolution of 

approximately 100 meV.  

 

 
Figure. 1.8. a. Approximate scheme of the post-column filter. b. Diagram showing convergence 

semi-angle α and collection semi-collection angle β in STEM or diffraction mode. The 

spectrometer entrance lays in the diffraction plane shown at (b). 

Two different types of EELS spectrometers are most commonly used in the microscope – 

one is an in-column filter installed between the sample and detector (the so-called Ω-filter) and 

another one is a post-column filter. Both of them include a set of correctors for spectrometer 

aberrations, a magnetic prism (figure 1.8.a) which provides energy dispersion and a recording 

system, which includes a scintillator, CCD camera and Peltier cooler for the camera. In EMAT a post-

column filter is installed on all microscopes equipped with EELS spectrometer. It can operate in two 

main modes – energy filtered TEM (EFTEM) and EELS mode. In EFTEM mode, the spectrometer 

selects only those electrons within a certain energy loss range determined by the width and 

position of an energy selecting slit aperture. Using a set of lenses, the magnified and energy filtered 

version of the image at the spectrometer entrance is formed at the spectrometer CCD. This can 

either be a real-space image or energy filtered diffraction pattern. EFTEM mode allows quickly to 

obtain the distribution of certain elements in the sample but it lacks energy resolution which is 

limited by the precision of the energy selecting slit and spatial resolution, which is compromised by 

the presence of chromatic aberration.   

In EELS mode the electrons which enter the spectrometer are collected and dispersed by 

energy obtaining EELS spectra along the energy-dispersive axis. This is usually done in STEM or 
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diffraction mode allowing to calculate the acceptance angle from the size of the entrance aperture. 

Diffraction mode can be used to collect the average signal from a relatively large region determined 

by limiting the illuminated area. It can help to increase the signal to noise ratio or to reduce the 

beam damage by distributing the beam illumination. STEM mode is used to obtain the information 

on the local scale, even with atomic resolution for the core-loss signal. In diffraction and STEM 

mode, special care should be taken to choose the right collection angle β. As a rule of thumb it is 

commonly accepted that the best signal to noise ratio is obtained when β lays in the range of 2-4 θE 

[81] due to the strong directionality of inelastic scattering outlined below. θE is the characteristic 

scattering angle and approximately equals to the energy loss divided by twice the initial energy 

E/2E0. 

Note that convergence angle α and collection angle β are actually semi-angles (figure 1.8.b) 

but they are commonly referred to without using this prefix. In STEM mode the spectrometer 

entrance aperture is usually placed in the diffraction plane of the microscope collecting the main 

part of the convergent beam diffraction pattern (CBED) with (000) reflection in the center. The 

convergence angle can be calibrated from the scattering angle θ between (000) and (hkl) reflections 

which is twice a Bragg angle θB and can be calculated from Bragg’s law adopted for the geometry of 

the electron microscope 𝜆 = 𝑑𝑠𝑖𝑛𝜃 with 𝜃 = 𝜆/𝑑 in paraxial conditions, where λ is wavelength of 

the primary beam electrons and d is a lattice spacing. This angle can be estimated from the distance 

between the centers of the (000) and (hkl) Bragg reflections in case of small convergence angles 

when the diffracted disks do not overlap like, for example, on figure 1.8.b. In modern microscopes 

values of α ≈ 20 mrad are frequently used providing atomic spatial resolution. This means that 

CBED disks are in most practical cases intersecting each other for most materials and at most 

acceleration voltages. In this case the microscope can be switched into diffraction mode 

(sometimes, just by simply tuning intensity knob and changing the condenser lens current) and a 

pure diffraction pattern which is now formed at the same plane as CBED can be used to measure 

the Bragg angle. For calibration of the very small angles laying in the µrad range the regularly 

spaced gratings could be used, for instance, TEM grids. The collection angle β depends on the radius 

of the spectrometer entrance aperture R which is typically a fixed parameter. Then 𝛽 =
𝛼𝑅

𝐿𝜃
, where L 

is the camera length, which can be varied over a wide range. 

Basic description of inelastic scattering 

To continue further with EELS we need to describe the inelastic scattering event first. 

Expanding the elastic case, we add a term to the Rutherford cross-section introducing the  inelastic 

part [79,66]: 

𝑑𝜎

𝑑𝛺
=
4𝛾2𝑍

𝑎0
2𝑞4
{1 −

1

[1+(𝑞𝑟0)2]2
},                                            (1.16)                                         

where 𝛾2 = (1 −
𝑣2

𝑐2
)
−1

, 𝑎0 – Born radius, 𝑟0 = 𝑎0𝑍
1/3 – screening radius for a Wentzel potential in a 

Thomas-Fermi model which corrects the Rutherford model for the screening of the nuclear field by 

the atomic electrons. The scattering vector q determines the momentum transfer between the 

initial momentum of the electron k0 and final momentum k’ (momentum transferred to the atom) 

and can be approximately written as [81]: 
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 𝑞2 ≈ 𝑘0
2(𝜃2 + 𝜃𝐸

2),                                                          (1.17) 

Where the length of initial momentum vector 𝑘0 =
2𝜋

𝜆
=
𝛾𝑚0𝑣

ℏ
 and the characteristic scattering angle 

𝜃𝐸 =
𝐸

𝛾𝑚0𝑣
2 or 𝐸/2𝐸0 in a non-relativistic approximation. Combining (1.16) and (1.17) we obtain: 

 
𝑑𝜎

𝑑𝛺
=
4𝛾2𝑍

𝑎0
2𝑘0
4

1

(𝜃2+𝜃𝐸
2)
2 {1 − [

𝜃0
4

𝜃2+𝜃𝐸
2+𝜃0

2]},                                    (1.18)  

where the cut-off angle 𝜃0 = (𝑘0𝑟0)
−1 is related to screening effects. 

 

 

Figure 1.9. Vectorial relations between the components of the inelastic scattering event. 

The expression (1.18) brings a few consequences such as proportionality of the inelastic 

scattering cross-section to a Lorentzian function of type  ̴ 1/(𝜃2 + 𝜃𝐸
2) in the range of 0 < 𝜃 < 𝜃𝐸 , so 

in the range of most angles and after 𝜃 > 𝜃0 the proportionality drops roughly to 1/𝜃4. This also 

means that most of the inelastic events happen in the 𝜃𝐸 range for thin samples (for thicker samples 

multiple scattering can occur and cause deviations from this rule). This makes the inelastic events 

rather forward scattering into a small cone around the initial direction. This fact is exploited in 

spectrometers as they are usually placed at the end of the column, with an entrance aperture meant 

to collect the transmitted primary beam and the inelastically scattered electrons distributed in a 

narrow solid angle around it.  

Bethe theory 
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Another way to describe inelastic scattering can be approached with the help from quantum 

mechanics outlined in the revised Bethe theory [82]. It considers the change of initial wave function 

𝜓0 of the atomic electron to a final state 𝜓𝑛  after inelastic interaction in the first Born 

approximation, basically assuming only single scattering events for each atom. The system can be 

described with the fast electron wave |𝑘⟩ and the atom in its ground state |0⟩. The fast electron can 

interact with the atom exciting it to the state |𝑛⟩ and losing at the same time some of its momentum 

to |𝑘′⟩: 

|𝒌𝟎, 0⟩ ⇒ |𝒌′, 𝑛⟩,                                                                                 (1.19) 

Determining the coordinates between the electrons 1…N of the atom and the nucleus as 

r1…rN, and re as a coordinate between the nucleus and observer, the both states of the system can be 

described as: 

⟨𝒓|𝒌𝟎, 0⟩ =
1

𝐿3/2
𝑒−𝑖𝒌⋅𝒓𝒆𝝍𝟎(𝒓𝟏, 𝒓𝟐, … , 𝒓𝑵).                                               (1.20) 

⟨𝒓|𝒌′, 𝑛⟩ =
1

𝐿3/2
𝑒−𝑖𝒌

′⋅𝒓𝒆𝝍𝒏(𝒓𝟏, 𝒓𝟐, … , 𝒓𝑵),                                               (1.21) 

where the plane wave is normalized in a box with dimensions L. Vector 𝒓 = (𝒓𝒆, 𝒓𝟏, 𝒓𝟐, … , 𝒓𝑵) 

determines a position in a 3(N+1)-dimensional space. 

Regarding the atom as a perturbation, we can describe the probability of excitation in a 

solid angle Ω as: 

𝑑𝜎

𝑑𝛺
=
𝑘′

𝑘0
𝐿6 |

𝑚0

2𝜋ħ2 
〈𝒌′, 𝑛|𝑉|𝒌𝟎, 0〉|

2

= 

=(
𝑚0

2𝜋ħ2 
)
2 𝑘′

𝑘0
|∫ 𝑑3𝑟𝑒𝑒

𝑖𝒒⋅𝒓𝒆∏ ∫𝑑3𝑟𝑖
𝑁
𝑖=1 𝝍

𝒏
∗ (𝒓𝟏, 𝒓𝟐, … , 𝒓𝑵)𝑉(𝑟)𝝍𝟎(𝒓𝟏, 𝒓𝟐, … , 𝒓𝑵)|

2
.    (1.22)                               

where 𝜓𝑛
∗  - is a complex conjugation of the final wave function; 𝑉(𝑟) is the potential of the 

interaction; 𝑉(𝑟) describes the electrostatic interaction potential between an incident fast electron 

and an atom (basically, it is the negative potential energy of the incoming electron in the field of the 

atom): 

𝑉(𝑟) = −
𝑍𝑒2

4𝜋 0𝑟𝑒
+

1

4𝜋 0
∑

𝑒2

|𝒓𝒆−𝒓𝒊|
𝑍
𝑖=1 .                                             (1.23)                   

The first part denotes Coulomb interaction of the fast electron and the nuclei with charge Ze 

and the second – interaction of a fast electron with all N electrons of the atom with the coordinate ri. 

Neglecting phononic excitations, we can assume that the first part turns into zero for inelastic 

scattering after integration (1.22) due to orthogonality of the initial and final wave functions. This 

means that inelastic scattering only involves the interaction with atomic electrons and 

〈𝒌′, 𝑛|𝑉|𝒌𝟎, 0〉 can be rewritten as: 

〈𝒌′, 𝑛|𝑉|𝒌𝟎, 0〉 =
1

𝐿3
∏ ∫𝑑3𝑟𝑖
𝑁
𝑖=1 𝝍

𝒏
∗𝝍

𝟎 ∫𝑑
3𝑟𝑒𝑒

𝑖𝒒⋅𝒓𝒆 [∑
𝑒2

|𝒓𝒆−𝒓𝒊|
𝑍
𝑖 ].                        (1.24)         

Making a substitution 𝒓𝒆′ = 𝒓𝒆 − 𝒓𝒊: 
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=
1

𝐿3
∏ ∫𝑑

3𝑟𝑖
𝑁
𝑖=1 𝝍𝒏

∗𝝍𝟎∑ 𝑒2𝑍
𝑖 ∫

𝑑3𝑟𝑒
′ 𝑒
𝑖𝒒⋅(𝒓𝒆

′ +𝒓𝒊)

|𝒓𝒆
′ |

.                                          (1.25) 

Integrating ∫
𝑒𝑖𝒒⋅𝒓𝒆

′

𝒓𝒆
′ 𝑑

3𝑟𝑒
′ =

4𝜋

𝑞2
, we obtain: 

= 4𝜋
1

𝐿3
∏ ∫𝑑

3𝑟𝑖
𝑁
𝑖=1 𝝍𝒏

∗𝝍𝟎∑
𝑒2

𝑞2
𝑍
𝑖 𝑒𝑖𝒒⋅𝒓𝒊.                                             (1.26) 

The cross-section for inelastic scattering can be now written as: 

𝑑𝜎𝑛

𝑑𝛺
= (

4𝑍2 

𝑎0
2𝑞4 
)
𝑘′

𝑘0
|휀𝑛(𝒒)|

2,                                              (1.27) 

where the first part is attributed to the Rutherford cross-section for elastic scattering and the final 

part |휀𝑛(𝑞)|
2 is called an inelastic form factor and denotes the square of the modulus of the 

transition matrix element: 

휀𝑛(𝒒) =
1

𝑍
〈𝑛|∑ 𝑒𝑖𝒒⋅𝒓𝒊𝑁

𝑖 |0〉,                                                       (1.28) 

where Z is atomic number. The inelastic form factor determines the deviation from the Rutherford 

scattering case caused by interaction of the fast electron with atomic electrons. It characterizes only 

the target atom or material but does not depend on the velocity of incident electrons.  

To further simplify the expression for inelastic scattering cross-section we can introduce 

the following definition of the generalized oscillator strength (GOS). In a general form it expresses 

the optical oscillator strength describing absorption of photons by an atom and is closely related to 

the inelastic form factor: 

𝑓𝑛(𝒒) =
𝐸𝑛

𝑅

| 𝑛(𝑞)|
2

(𝑞𝑎0)
2 ,                                                            (1.29) 

where R= 13.6 eV is the Rydberg energy and En is the energy loss due to inelastic transition. 

EELS spectra are a continuous function of energy in most cases so it makes sense to define a 

GOS per unit energy loss 
𝑑𝑓

𝑑𝐸
. Then inelastic scattering event which depends on energy and solid 

angle 𝛺 can be expressed through a double differential cross-section:        

𝑑2𝜎

𝑑𝛺𝑑𝐸
=
4𝛾2𝑅

𝐸𝑞2 

𝑘′

𝑘0

𝑑𝑓

𝑑𝐸
(𝑞, 𝐸),                                              (1.30) 

In case of q→0 the GOS can be considered as a dipole oscillator strength. Applying the 

conditions of small scattering angles and small energy loss with comparison to the initial energy of 

an electron, we can approximate momentum transfer with 𝑞2 = 𝑘0
2(𝜃2 + 𝜃𝐸

2). The condition for 

small q-s where 𝑒𝑖𝒒⋅𝒓 can be substituted with 1 + 𝒒 ⋅ 𝒓 is called dipole region and in this region  
𝑑𝑓

𝑑𝐸
 

almost does not depend on q and θ. Now equation (1.30) can be written as:   

𝑑2𝜎

𝑑𝛺𝑑𝐸
=
4𝛾2𝑅

𝐸𝑘0
2 (

1

𝜃2+𝜃𝐸
2)
𝑑𝑓

𝑑𝐸
.                                               (1.31) 



Introduction 2. Transmission Electron Microscopy 
 

35 

The outlined Bethe theory works quite well for describing the scattering from a single atom, 

for instance, in a gaseous specimen or for inner shell excitations. However, it does not  predict the 

scattering for outer shell excitations in solids due to the presence of collective excitations (such, as 

plasmons and band structure effects) and due to the fact that valence-electron wavefunctions are 

modified by the chemical bonding.  

Measuring dielectric properties with EELS 

Another approach to describe the scattering probability of a primary electron in a material 

is based on solving the Maxwell equation for a moving charge (electron) passing through a medium 

with a certain dielectric function 휀. The solution can be modified for the exact conditions of the 

experiment, for instance, shape of the sample, retardation effects etc. [83] which is to be shown 

further on. Based on this approach, Ritchie [84] suggested a formula which can be used to describe 

scattering from the outer shells in solids [79].  

Dielectric function 

The dielectric function determines the response of a material to an external perturbation in 

the electric field.  Assuming isotropic linear material, the dielectric constant 휀 is defined in terms of 

the electric field E, the resulting polarization P and the so-called electric displacement vector field 

D: 

𝐷 = 휀0𝐸 + 𝑃 = 휀휀0𝐸,                                                        (1.32)                           

were 휀0= 8.85•10-12 F/m – the absolute permittivity of vacuum which remains constant for all the 

frequencies of the external field. The dielectric function of typical materials depends on frequency 

as the local charges dynamically respond through polarization of the material. The response of the 

material arises after the application of an external harmonic field which can be expressed as the 

real part of a complex exponential function. Because of this, the dielectric function is usually given 

as a complex function of the angular frequency of this external field ω to be able to express a phase 

difference 𝜙 between stimulus and response: 

𝐷0𝑒
−𝑖(𝜔𝑡+𝜙) = 휀(𝜔)𝐸0𝑒

−𝑖𝜔𝑡,    or           휀(𝜔) =
𝐷0

𝐸0
𝑒−𝑖𝜙,                             (1.33)  

where D0 and E0 are the amplitudes of displacement and electric field, respectively and 𝜙 is the 

phase angle between them. This complex dielectric function can naturally be separated into real 

and imaginary parts: 

휀(𝜔) = 휀′(𝜔) + 𝑖휀′′(𝜔) =
𝐷0

𝐸0
(cos𝜙 + 𝑖 sin𝜙).                                 (1.34) 

The dielectric function is usually measured by irradiating a material with monochromatic 

light with different wavelength and determining the refractive index n and absorption coefficient k 

for each wavelength. The real part of dielectric function is 휀′ = 𝑛2 − 𝑘2 and the imaginary part 휀′′ =
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2𝑛𝑘. In case of electron beam irradiation, the dielectric function also depends on the scattering 

vector q1 but for paraxial conditions the optical value 휀(0, 𝜔) can be used. 

Ritchie formula 

The derivation for electron scattering by an infinite medium given by Ritchie states that a 

transmitted electron with coordinate r, constant velocity v and represented by a point charge 

−𝑒𝛿(𝒓 − 𝒗𝑡), creates an electrostatic potential 𝜙(𝒓, 𝑡) within the medium which depends on time t 

and coordinate r by a Poisson equation: 

휀0휀(𝒒, 𝜔)∇
2𝜙(𝒓, 𝑡) = 4𝜋𝑒𝛿(𝒓, 𝑡),                                               (1.35) 

so that the potential in Fourier space will be: 

𝜙(𝒒,𝜔) = −
8𝜋2𝑒

0 (𝒒,𝜔)

𝛿(𝒒⋅𝒗+𝜔)

𝑞2
;                                                    (1.36) 

where  

𝜙(𝒓, 𝑡) =
1

(2𝜋)4
∫𝑑𝒒∫𝑑𝜔 exp [𝑖(𝒒 ⋅ 𝒓 + 𝑤𝑡)]𝜙(𝒒,𝜔).                              (1.37) 

The transmitted electron which travels in the direction z faces the opposite electrostatic 

response of the medium which is called a stopping power. The energy loss per unit path can be 

expressed as the work done by the induced electric field, which is the elementary charge multiplied 

by the potential gradient in the z-direction 
𝑑𝐸

𝑑𝑧
= 𝑒

𝑑𝜙

𝑑𝑧
.  Then the energy loss per unit path in the 

medium will give: 

𝑑𝐸

𝑑𝑧
= 𝑒

𝑑𝜙

𝑑𝑧
|
𝑟=𝑣𝑡

= −
𝑒

𝑣
𝒗 ⋅ 𝛁𝜙|

𝑟=𝑣𝑡
.                                           (1.38) 

The scattering vector q can be separated into 𝑞⊥ and 𝑞∥ and immediately integrated over its parallel 

component. The stopping power then can be written as: 

𝑑𝐸

𝑑𝑧
=

2ℏ2

𝜋𝑎0𝑚0𝑣
2∬

𝑞⊥𝜔 𝐼𝑚[−
1

𝜀(𝑞,𝜔)
]

𝑞⊥
2+(𝜔/𝑣)2

𝑑𝑞⊥ 𝑑𝜔.                                      (1.39) 

As can be seen from the equation (1.39), the imaginary part of 1/휀 describes the complete 

response of the material to the fast electron. The stopping power can be connected to the double 

differential cross-section of EELS as: 

𝑑𝐸

𝑑𝑧
= ∬𝑛𝑎𝐸

𝑑2𝜎

𝑑𝛺𝑑𝐸
𝑑𝛺𝑑𝐸.                                                       (1.40) 

where the angular frequency is 𝜔 = 𝐸/ℏ and na is the number of atoms in the sample for normalization. 

Combining two expressions (1.40), (1.39) and considering only small scattering angles when 

𝑞⊥ ≈ 𝑘0𝜃 and 𝛺 ≈ 2𝜋𝜃𝑑𝜃, the double differential cross-section for EELS can be written as: 

𝑑2𝜎

𝑑𝛺𝑑𝐸
≈
𝐼𝑚[−1/ (0,𝐸)]

𝜋2𝑎0𝑚0𝑣
2𝑛𝑎

(
1

𝜃2+𝜃𝐸
2).                                                   (1.41) 

                                                           
1 For isotropic materials. Dielectric function of anisotropic materials even depends on k0 and k’. 
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As mentioned before, at small angles the dielectric function almost does not depend on q and 

can be substituted with the optical one (q=0). This assumption holds for materials with weak 

anisotropy, such as diamond. Highly anisotropic materials, for example, graphite or hexagonal 

boron nitride give different dielectric response for different directions and, therefore, depend in a 

stronger manner on q [85].   

The real part of the relative permittivity can be calculated through the Kramers-Kronig 

relation as shown further. This can help to obtain the dielectric function on a local scale which is out 

of reach for optical methods. Vice versa, comparison of the low loss EELS with the optical data can 

help with the interpretation of the experiment as retardation losses (see below) might have 

unwanted impact on the EELS spectra and compromise the retrieval of the dielectric function.  

Kramers-Kronig relation 

For a single scattering case without retardation losses, the energy loss S(E) can be described 

by the dielectric function for q=0 as [86]: 

𝑆(𝐸) =
2𝐼0𝑙

𝜋𝑎0𝑚0𝑣
2 𝐼𝑚 [−

1

(𝐸)
] ∫

𝜃𝑑𝜃

𝜃2+𝜃𝐸
2

𝛽

0
=

𝐼0𝑙

𝜋𝑎0𝑚0𝑣
2 𝐼𝑚 [−

1

(𝐸)
] ln [1 + (

𝛽

𝜃𝐸
)
2
],            (1.42) 

where I0 is the integral intensity of the ZLP peak, l is sample thickness. The Kramers-Kronig (KK) 

relation can be used to express the real part of 1/휀: 

𝑅𝑒 [
1

(𝐸)
] = 1 −

2

𝜋
𝑃 ∫ 𝐼𝑚

∞

0
[−

1

(𝐸′)
]
𝐸′𝑑𝐸′

𝐸′2−𝐸2
.                                        (1.43) 

P is a Cauchy principal part of the integral, avoiding the pole at E=E’. Therefore, the full dielectric 

function can be obtained as: 

휀(𝐸) = 휀′(𝐸) + 휀′′(𝐸) =
𝑅𝑒[1/ (𝐸)]+𝑖 𝐼𝑚[−1/ (𝐸)]

{𝑅𝑒[1/ (𝐸)]}2+{𝐼𝑚[−1/ (𝐸)]}2
.                                    (1.44) 

This relation should be used with care on the experimental data as usually multiple 

scattering, retardation losses and surface light-guided modes can influence the loss function and 

modify its shape making the retrieval of the dielectric function problematic. Also, the equation 

(1.43) requires the EELS spectrum till infinity energy loss which is not feasible. The spectrum can 

be extrapolated with the function 𝐴𝐸−𝑟 which resembles the EELS background [79]. 

Retardation losses in EELS 

Besides the dielectric response of the material, fast electrons which travel through samples 

in TEM can cause unwanted effects such as excitation of surface guided modes and Cherenkov 

radiation. These unwanted losses are usually referred to as retardation losses. They can have an 

impact on the experimental spectra complicating the retrieval of, for instance, the band gap value of 

a material.  

Surface guided modes appear in thin samples (for simplicity let’s consider the case of a thin 

foil) when an electron of the primary beam excites collective oscillations of surface electrons. These 

oscillations are longitudinal waves of surface charge density which can propagate along the 

interface between the thin foil and vacuum or between the dielectric-conductor interface. The two 
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modes on both sides of the film are connected with a coupling that depends on the thickness of the 

sample.  

The other unwanted loss type is linked to Cherenkov radiation which can happen if the 

primary electrons travel in a medium faster than light in this medium, so when the condition 𝑣 >

𝑐/ √휀′(𝐸) or, simply, 𝑣 > 𝑐/𝑛 is satisfied. Consequently, it is almost impossible to avoid Cherenkov 

losses for materials with a high refractive index at standard acceleration voltages in TEM. 

Retardation losses can be estimated numerically for a thin sample making use of the Kröger 

equation [87] which modifies formula (1.41) by adding a retardation part [88]: 

 
𝑑2𝜎

𝑑𝛺𝑑𝐸
(𝐸, 𝜃) = (

1

𝜋𝑎0𝑚0𝑣
2) 𝐼𝑚 [

𝑙𝜇2

̂𝜙2
−
2𝜃2(̂−1)2

𝑘0𝜙0
2𝜙2

(𝐴 + 𝐵 + 𝐶)] ,                (1.45) 

This expression was derived by solving Maxwell’s equation with appropriate boundary 

conditions. Kröger formula estimates the differential probability of energy loss, including volume 

and surface losses, transition radiation, and retardation effects, in a specimen of thickness l for 

different scattering angles θ and given acceleration voltages. The electron is assumed to be a point 

charge incident upon the foil with the energy loss so small while passing through it, that the 
electron velocity can be kept constant.  The specimen is assumed to be a thin foil with a dielectric 

function 휀̂ covered from both sides with an infinite dielectric �̂� (here �̂� taken as 1 for vacuum). 

Complex conjugate of the dielectric function is 휀̂ = 휀′ − 𝑖휀′′. And 

𝜙2 = 𝜆2 + 𝜃𝐸
2,                                                               (1.46) 

𝜙0
2 = 𝜆0

2 + 𝜃𝐸
2,                                                               (1.47) 

𝜆2 = 𝜃2 − 휀̂𝜃𝐸
2(𝑣/𝑐)2,                                                 (1.48) 

𝜆0
2 = 𝜃2−𝜃𝐸

2(𝑣/𝑐)2,                                                     (1.49) 

𝜇2 = 1 − 휀̂(𝑣/𝑐)2,                                                       (1.50) 

The Kröger equation contains separate parts responsible for Cherenkov excitation in bulk (the first 

term in the square brackets), surface plasmon excitation (term A), and guided light modes in a plan 

parallel specimen (B+C). 

𝐴 =
𝜙01
4

̂
(
𝑠𝑖𝑛2𝑑𝑒

𝐿+
+
𝑐𝑜𝑠2𝑑𝑒

𝐿−
),                                                                     (1.51) 

𝐵 =
𝑣2

𝑐2
𝜆0𝜃𝐸𝜙01

2 (
1

𝐿+
−

1

𝐿−
) sin (2𝑑𝑒),                                                 (1.52) 

𝐶 = −
𝑣4

𝑐4
𝜆0𝜆𝜃𝐸

2 (
𝑐𝑜𝑠2𝑑𝑒tanh (𝜆𝑑𝑒/𝜃𝐸)

𝐿+
+
𝑠𝑖𝑛2𝑑𝑒coth (𝜆𝑑𝑒/𝜃𝐸)

𝐿−
),           (1.53) 

where 

𝑑𝑒 =
𝑙𝐸

2ℏ𝑣
,                                                                               (1.54) 

𝐿+ = 𝜆0휀 + 𝜆𝑡𝑎𝑛ℎ (
𝜆𝑑𝑒

𝜃𝐸
),                                                  (1.55) 
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𝐿+ = 𝜆0휀 + 𝜆𝑐𝑜𝑡ℎ (
𝜆𝑑𝑒

𝜃𝐸
),                                                  (1.56) 

𝜙01
2 = 𝜃2 + 𝜃𝐸

2[1 − (휀̂ − 1)(𝑣2/𝑐2)],                             (1.57) 

 

 

Figure.1.10. Simulated probability of scattering distribution for primary electrons with 60 keV 

in a diamond film of 50 nm (a) without retardation losses, (b) with only bulk retardation losses 

attributed to the Cherenkov radiation in bulk and (c) for all the losses including surface 

plasmon and guided surface modes. (d) Simulated spectra for cases a-c obtained by summing 

up the angular distribution. Note that retardation losses substantially modify the losses in the 

vicinity of the band gap onset can easily lead to a wrong interpretation of the band gap in a 

material. 
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Figure.1.11. Inelastic scattering probability of primary electrons at different acceleration 

voltages E0 or the diamond film with different thickness l calculated from the Kröger equation. 

All retardation losses are taken into account. 

 

Measuring band structure with EELS 

Band structure  

Valence and conduction energy bands in a crystalline solid can be calculated from Bloch 

waves, which give a solution for a single-electron Schrödinger equation in a periodic potential [89]: 

𝜓𝑛𝑘(𝒓) = 𝑒
𝑖𝒌⋅𝒓𝑢𝑛𝑘(𝒓),                                                         (1.58) 

where k is a wavevector. For each k, there are n solutions to the equation (1.58) which determines 

the number of energy bands. Each of the energy levels forms a smooth band described by the 

dispersion relation En(k) or En(kx,ky,kz) for electrons in band n. All energy bands of a homogeneous 
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crystal can be described within the first Brillouin zone (BZ) represented by a polyhedron in 

wavevector space. The first BZ is equivalent to the unit cell in real space and is enough to represent 

the whole crystal in reciprocal space. Special symmetry points and lines of the first BZ are given 

labels such as Γ, Δ, Λ, Σ (see figure 1.12). The bands can be visualized by plotting E(k) for a given 

direction in the BZ.   

 

Figure.1.12. First Brillouin zone of a FCC crystalline lattice1.  

EELS measurements  

It is possible to measure the energy of interband transitions with EELS as long as the 

acquired spectra would be free from retardation losses. The first and most obvious measures which 

can be taken to reduce Cherenkov radiation are to use lower acceleration voltages and thinner 

samples. This approach can work for low refractive index materials [90] but fails for the ones with 

high refractive index such as Si and diamond as standard TEM instruments can rarely go below 60 

keV. It is important to note that even if it is possible to go below the Chereknov threshold, the 

surface losses will remain [91]. As can be seen from the Kröger formula, all the retardation losses 

appear in a microradian range of angles for typical TEM acceleration voltages, therefore they can be 

avoided by collecting spectra off-axis [92] or, in other words, by simply shifting the spectrometer 

entrance which is usually placed in the diffraction plane outside the (000) reflection and collecting 

only inelastic electrons with a momentum transfer larger than those of the retardation losses (see 

Chapter 3). This method successfully has proven its efficiency on a variety of samples such as GaAs 

films [93], SiO2 [94], diamond [95,96] and has been applied in this work as well.  

Another way to avoid retardation losses is to collect the spectra in an aloof setting [97], 

meaning an electron travels a few nanometers away from the sample. This works due to the 

delocalization of the low loss signal caused by the long range Coulomb interaction when an electron 

beam ‘feels’ the sample not only at the illuminated position but also around it. Delocalization of 

                                                           
1 By Inductiveload [Public domain], from Wikimedia Commons 
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inelastic signal can be determined as a radius of the scattering probability in real space containing 

50% of all inelastically scattered electrons It can be estimated by the formula [79]: 

𝐿50 = 0.5𝜆/𝜃𝐸
3/4

.                                                           (1.59) 

The aloof signal, however, is weak; the method also requires special sample preparation cutting 

the sample in a way that the beam can scan close the region of interest without touching it. The 

main challenge in this case lays in creating a sample edge without altering the sample structure 

which is extremely difficult to do, especially for multilayered samples.  

As a sanity check the spectra obtained by one of the three methods above can be compared with 

the imaginary part of 1/ from the optical dielectric function (if known) which approximates, as 

mentioned before, the loss part of EELS spectra without retardation losses and assuming the dipole 

approximation holds. Though, it is worth to remember that the shape of the low loss spectra even 

without retardation losses changes for different collection angles as the momentum transfer 

deviates from zero.  

After obtaining a spectrum free from unwanted losses, the next challenge comes in the 

interpretation of features in the low loss region as they, in first approximation, represent joint 

density of states between valence and conduction band (assuming absence of surface plasmon 

losses). There are a few consequences that should be pointed out: 

 The initial and final energy of transition cannot be obtained without some prior-knowledge 

about the band structure.  

 The initial and final points in the Brillouin zone of the transition are unknown as well. 

 Only transitions with momentum transfer laying in a certain range are acquired. This range 

is determined by the convergence and collection angles, Bragg angles and the position of the 

spectrometer according to the diffraction reflexes. This matter will be explained in more 

detail in the Chapter 4. For now, one point should be highlighted – in order to obtain good 

momentum resolution and to acquire only certain features in the band structure 

microscope should be set to a special operating conditions (e.g. small convergence and 

collection angles).  

 However, in most cases for bulk dielectric or semiconductor materials the direct band gap 

should be clearly interpretable as it appears as the first spectrum onset after the ZLP.  

 

Core-loss EELS 

Above  ̴ 50 eV EELS spectra contain only losses connected to the excitations of core levels of 

atoms – ionization edges. The energy of the initial electrons is more than enough to excite all 

possible transitions from inner shells of an atom. Following an inelastic event the electrons from 

inner shells are excited to the empty states above Fermi level and primary electrons lose an energy 

equal to the energy of the excitation from a certain level, travel towards the spectrometer. As it was 

mentioned before, inelastic scattering happens in a very narrow angular range so almost all 

inelastic electrons are collected with a collection angle of approximately 100 mrad. The 

nomenclature of EELS is taken from the standard one used in X-ray absorption and other 

techniques. Edges are marked with the shell from which transition occurred: K, L, M, N, O… Higher 

levels like L or M are distinguished in two groups depending from which orbital excitation occurs. 
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For example, L1 marks the transitions from 2s level and L2,3 from 2p. The closer the shell to the 

nucleus the higher the energy that is required to excite the electron from this shell, also the heavier 

the atom the stronger it attracts the electrons, therefore for every atom and every orbital the 

excitation energy is different and can be identified with EELS. 

The minimum energy to excite an electron from the inner shell is called the energy onset. 

The probability to excite the atomic electrons is highest when the energy of the incoming electrons 

equals this energy onset. If the energy of an incoming electron is higher like in the case of EELS the 

probability decreases. As a consequence, lower acceleration voltages are generally more 

advantageous in EELS experiments as the cross-section becomes higher. This also explains the 

general ‘sawtooth’ shape of the EELS edges simulated from the atomic model (for example, the 

Hartree–Slater central-field model [98]), with an intense starting peak at the energy onset and 

gradual decrease afterwards. However, the shape of the real spectra is approximately a direct 

visualization of the angular momentum projected local density of unoccupied states broadened by 

lifetime and microscope.  

 

 
 

Figure 1.13. Nomenclature of the energy levels in atom corresponding to the EELS edges1.  

                                                           
1 Atenderholt at English Wikipedia [CC BY-SA 3.0 (https://creativecommons.org/licenses/by-sa/3.0) or GFDL 

(http://www.gnu.org/copyleft/fdl.html)], via Wikimedia Commons. 
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Atoms surrounding a target atom in a solid strongly influences the shape of the edge. A core 

electron ejected with an energy above 50 eV can be considered as a free electron which spherical 

wave function elastically interacts in a constructive or destructive way with the reflected waves 

from the neighboring atoms. This creates oscillations of intensity after the energy onset over the 

range of several hundred eV if no other edge is present after, forming so-called extended energy-

loss fine structure (EXELFS). This fine structure can give information about chemical bonds, and 

allows to distinguish the same element in different allotropic modifications, determine the 

coordination of the atom.  

The tails of valence and core excitations form the background in EELS spectra. It can 

commonly be described by an exponential function: 

𝐵(𝐸) = 𝑎𝐸−𝑟,                                                               (1.60) 

If the sample is thick, multiple scattering can occur and the primary electron will go through 

a few scattering events before leaving the sample. This effect usually results in multiple plasmon 

excitations but can also influence the background of core-loss spectra due to the electrons which 

lost their energy to excite, for example, a plasmon excitation and then excited a core state. Multiple 

scattering can be expressed as a convolution of core-loss spectra C(E) without multiple scattering 

and L(E) is experimental low loss spectra and taken into account by deconvolving the initial core-

loss spectra with this experimental low loss  spectrum [99]: 

𝑆(𝐸) = 𝐶(𝐸) ∗ [
𝐿(𝐸)

𝐼0
], therefore 𝐶(𝐸) = 𝐼0ℱ

−𝟏 [
ℱ(𝑆(𝐸))

ℱ(𝐿(𝐸))
],                      (1.61) 

where S(E) is the experimental core-loss spectra and I0 is the maximum intensity of ZLP peak. 

However, this method suffers from the noise amplification. Deconvoluted single scattering 

spectrum 𝐶(𝐸) contains a lot of high frequency components due the fact that the Fourier 

components of 𝐿(𝐸) get smaller for increasing frequencies and the ratio amplifies the high 

frequency components of 𝐿(𝐸) and 𝑆(𝐸) creating a lot of noise. 

 Issues related to the multiple scattering can be solved using a different approach. For many 

applications, such as quantification, there is no need to calculate the deconvoluted spectrum. 

Multiple scattering can be taken into account by fitting the experimental core-loss spectrum with 

the model which describes single scattering convoluted with the low loss spectrum. For example, 

the experimental spectrum with two edges can be fitted with: 

𝑆(𝐸) = (𝑎𝐸−𝑟 + 𝑝1𝜎1 + 𝑝2𝜎2) ∗ 𝐿(𝐸).                                            (1.62) 

 

The background which can cause artefacts in the model, does not have to be included in the 

convolution and the fitting model (1.62) becomes: 

 𝑆(𝐸) = 𝑓(𝐸) + (𝑝1𝜎1 + 𝑝2𝜎2) ∗ 𝐿(𝐸),                                             (1.63) 

where 𝑓(𝐸) is the new model for the background. As long as experimental background decays 

smoothly finding 𝑓(𝐸) should not be difficult. This procedure is implemented in the EELSmodel 

software [100]. 
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Quantification of the core loss edges can be performed by calculating the area below the 

edge with subtracted background. One exponential function cannot describe the background for the 

whole EELS spectra, therefore for every edge the background should be subtracted by fitting a 

sufficient interval of background just right before the edge. The ratio between element a and 

element b can be expressed as: 

 
𝑁𝑎

𝑁𝑏
=
𝐼𝑎(𝛽,𝛥𝑎) 𝜎𝑏(𝛽,𝛥𝑏)

𝐼𝑏(𝛽,𝛥𝑏) 𝜎𝑎(𝛽,𝛥𝑎)
,                                                      (1.64) 

where I is integral under the edge, 𝛽 is collection angle, 𝛥 is energy interval chosen for integration. 

The formula (1.64) considers only single scattering, hence multiple scattering effects should be 

taken into account beforehand. The effects related to multiple scattering can also be partly canceled 

out if large enough integration intervals are chosen. In EELS model one can use similar expression 

to obtain the element ratio, but with multiple scattering already taken into account: 

𝑁1

𝑁2
=
𝑝1𝜎2(𝛽,𝛥2)

𝑝2𝜎1(𝛽,𝛥1)
.                                                          (1.65) 

When the core-loss intensity is integrated over an energy window 𝛥 that is wide enough to 

include most of the extended X-ray absorption fine structure (EXAFS), the corresponding cross 

section 𝜎(𝛽, 𝛥) is little affected by the chemical environment of the excited atom, and can therefore 

be calculated using an atomic model. Cross-sections for each atom can be calculated by the Hartree–

Slater method [79]. Generalized oscillator strengths obtained from these cross-sections, can be 

parameterized as a function of energy loss and scattering angle. Parametric cross-sections for a 

wide range of atomic number Z, initial acceleration voltage E0 and collection angle are calculated 

from the GOS and implemented, for instance, in the Gatan Digital Micrograph software.   

 

Figure 1.14 . Example of a core-loss EELS spectra with two edges – boron K-edge and carbon K-
edge with subtracted background. Signal window approximately shows the 𝜟 for 

quantification.



 

 

 

 

 

 

 

  



 

Chapter 2. Application of TEM on novel diamond based materials 
 

In this chapter the study of novel diamond based materials synthetized at IMO, Hasselt University, 

is discussed with focus on the TEM characterization. The first section goes over diamond and boron 

nitride nanocomposite materials for field emission electron sources. The second part presents the 

investigation of a CVD diamond layer grown at unusually low temperature. This research resulted 

in four articles: 

 K.J. Sankaran, D.Q. Hoang, S. Kunuku, S. Korneychuk, S. Turner, P. Pobedinskas, S. 
Drijkoningen, M.K. Van Bael, J. D’Haen, J. Verbeeck, K.C. Leou, I.N. Lin, K. Haenen, Enhanced 
optoelectronic performances of vertically aligned hexagonal boron nitride nanowalls-
nanocrystalline diamond heterostructures, Sci. Rep. 6 (2016) 1–11. 
doi:10.1038/srep29444. 

 K.J. Sankaran, D.Q. Hoang, S. Korneychuk, S. Kunuku, J.P. Thomas, P. Pobedinskas, S. 
Drijkoningen, M.K. Van Bael, J. D’Haen, J. Verbeeck, K.-C. Leou, K.T. Leung, I.-N. Lin, K. 
Haenen, Hierarchical hexagonal boron nitride nanowall–diamond nanorod heterostructures 
with enhanced optoelectronic performance, RSC Adv. 6 (2016) 90338–90346. 
doi:10.1039/C6RA19596B. 

 D.Q. Hoang, S. Korneychuk, K.J. Sankaran, P. Pobedinskas, S. Drijkoningen, S. Turner, M.K. 
Van Bael, J. Verbeeck, S.S. Nicley, K. Haenen, Direct nucleation of hexagonal boron nitride on 
diamond: Crystalline properties of hBN nanowalls, Acta Mater. 127 (2017) 17–24. 
doi:10.1016/j.actamat.2017.01.002. 

 S. Drijkoningen, P. Pobedinskas, S. Korneychuk, A. Momot, Y. Balasubramaniam, M.K. Van 
Bael, S. Turner, J. Verbeeck, M. Nesládek, K. Haenen, On the Origin of Diamond Plates 
Deposited at Low Temperature, Cryst. Growth Des. 17 (2017) 4306–4314. 
doi:10.1021/acs.cgd.7b00623. 
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Diamond based materials for field emission electron sources 
Field emission electron sources (cathodes) find their application not only as electron guns 

in microscopes but can also be used, for example, in microwave amplifiers, e-beam induced (X-ray) 

light sources, flat panel displays and travelling wave tubes [1 101]. Finding the right material for such 

sources is not a trivial task as it should meet a number of conditions, such as low turn-on electrical 

field [2], high current density and long life-time stability. The first requirement can be achieved by 

using materials with low or even negative electron affinity3 such as, for instance, aluminum nitride, 

hexagonal boron nitride [102] and diamond [103]. However, in many cases the use of such bulk 

materials is not advantageous due to their bad mechanical properties or complications with their 

integration into the current technology. A silicon substrate, widely used in semiconductor devices, 

can serve as an essential electron supply to a thin coating of material with a low electron affinity. A 

device which combines an easily handled substrate with a material suitable for field emission, has 

many advantages compared to a single bulk material. However, this combined material approach 

brings several new challenges in fabricating good performance composite nanomaterials with good 

durability suitable for real applications. All parts or layers of this device participate in electron 

emission process starting from the substrate which should provide a sufficient electron supply 

towards the high density individual emitting sites on the top, and therefore, besides the good 

quality of emitting material itself, the interface is also very important as it can compromise the 

electron transport due to the, for instance, bad conductivity.  

 

Table 2.1. Comparison of various materials proposed as field emission sources. 

Material Turn-on 

field,  

V/m•10-6 

Field 

enhancement 

factor, β 

Life-time stability, 

min 

Carbon nanotubes 104 1.4 4350 33 

Boron nitride nanotubes 105 32.5 98 - 

AlN nanocones 106 4.8 1561 - 

MoO3 nanobelts 107 8.7 - 120 

 Hexagonal BN-NCD-Si 51 15.2 3057 248 

Hexagonal BN-Si 51 35.5 560 27 

In2O3–Ga2O3 heterostructures 108 6.45 4002 - 

LaNiO3–ZnO nanorod arrays 109 8.6 673 - 

ZnO–WOx hierarchical nanowires 110 3.6 2490 - 

Hexagonal BN-diamond nanorods-Si 
111 

6.0 5970 > 435 

> 132 (in Ar+ plasma) 

                                                           
1 Specialized tubes used to amplify radio frequency (RF) signals in the microwave range by absorbing power from an 
electron source. 
2 The minimum external electrical field at which electron emission current density of the material reaches 0.1 A/m2. 
Different approach to determine it can be taken by calculating the intersection of straight lines extrapolated from the 
high-field and low-field segments of Fowler-Nordheim plots. 
3 Electron affinity is defined here in terms of the solid state physics and denotes an energy obtained by moving an 
electron from vacuum just outside the semiconductor to the bottom of the conduction band just inside the semiconductor.  
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Ideally, the emitting material should also deliver high and stable field-emission currents 

overtime which is quite difficult to achieve. For instance, carbon nanotubes are not suitable to get 

either high emission current or stable electron emission at a high emission current [112,113]. 

In the IMO lab at Hasselt University, a range of new materials for field emission has been 

recently developed. They are based on diamond and/or hexagonal boron nitride grown on top of a 

Si substrate. TEM helped to characterize these materials and to reveal the factors influencing their 

performance. The first synthetized material [51] is a multilayered structure consisting of a Si 

substrate, an intermediate nanocrystalline diamond layer (NCD) and a top layer of hexagonal boron 

nitride. The NCD layer was grown on mirror polished (100)-oriented silicon (Si) wafers using an 

ASTeX 6500 series MPECVD reactor described in the introduction chapter. Nanodiamond seeds 

were homogeneously distributed over the substrate before the deposition.  

 

 
Fig.2.1. Scheme of a radio-frequency sputtering technique. The target was made from the 3 

inch-diameter pyrolytic BN ceramic plate with 99.99% purity and separated from a substrate 

by 3 cm. The pressure in the chamber was kept at 2.1 × 10−2 mbar and the optimal fabrication 

gas mixture was chosen as Ar(51%)/N2(44%)/H2(5%) with the cathode power of 75 W. 

 

In the second step, hexagonal BN nanowalls were grown on the NCD films by a home-built 

unbalanced 13.56 MHz radio frequency (RF) sputtering technique. In this technique a voltage high 

enough to ignite the Ar plasma in the chamber of the reactor, is applied between a cathode (target) 

and an anode (substrate) separated by a few centimeters. Argon ions bombard the surface of the 

target leading to the sputtering off the target material in a fine spray. A fraction of the ions from the 

target is getting deposited on the substrate during this process. If the target is made from a non-

conductive material, than after some time the surface of the target builds up positive charge, 

making it unfeasible for further bombardment. Alternating RF potential can assist in removing the 

charge by creating the oscillations of the electrons in the alternating field which maintain the 

constant discharge of the target. During the positive half-cycle the electrons reach the surface of the 

target and remove the charge, during the negative – ions bombardment continues, and the 

sputtering of the target material happens. 
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This material demonstrates good emission properties and long life-time outperforming 

many other materials suggested as field emission sources (table 2.1). For comparison, hexagonal 

boron nitride was also deposited on the Si substrate right away, without NCD interlayer. Prior to 

the BN deposition Si substrate was cleaned by the standard RCA procedure [114] but without the 

optional stage of removing the native silicon oxide SiOx layer of about 2 nm. This structure shows 

much worse field emission properties than the one with the intermediate diamond layer (table 2.1): 

it exhibits a higher turn-on field, shorter stability and lower field enhancement factor β [115] which 

was estimated as 𝛽 = −6.8 ⋅ 103𝜙3/2/𝑚, where 𝑚 is the slope of the Fowler-Nordheim curves 

plotted as log (Je/E2) versus (1/E) where Je is the emission current and E the applied field, and 𝜙 =

6.0 𝑒𝑉 116 is a work function for hexagonal BN. Fowler-Nordheim theory [117] describes the field 

emission process when in the presence of an applied electric field, electrons tunnel through a 

barrier, such as a thin dielectric layer between p-n- junction in a semiconductor device or, like in 

this case, a surface of a semiconductor.  

TEM, ADF-STEM and BF-STEM imaging helped to understand the reason behind such 

difference in field emission performance. The imaging was performed either making use of probe-

corrected FEI Titan3 TEM or of the Jeol JEM 3000F both operating at beam energies of 300 keV. The 

interpretation of the figure 2.1 suggests that the growing process of the BN on top of the Si first 

went through an amorphous and turbostratic stages of BN growth which agrees with the 

observations from the literature [118]. In a turbostratic phase of BN (tBN) the layers are arranged in 

a haphazard manner. This phase reveals some crystallinity through the visible (002) basal planes 

which are randomly oriented with respect to the substrate (figure 2.1). This phase provides 

nucleation sites for the hexagonal BN (hBN) nanowalls where the basal planes are aligned almost 

perpendicular to the substrate surface. 
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Figure 2.1. High resolution BF-TEM image of the BN nanowalls grown on top of the Si 

substrate by RF sputtering process. a-BN states for amorphous BN and tBN for turbostratic 

stage of BN growth. Image is obtained on a JEOL JEM-3000F operating at 300 kV.  

 

On the other hand, BN nanowalls deposited on the diamond interlayer grow mostly in an 

arranged way with (002) planes aligned perpendicular to the surface of the NCD layer. As 

mentioned above, the adequate electron supply from the Si substrate towards emitting sites (hBN) 

is crucial for a good field emitter. Non-optimal resistivity of the amorphous or turbostratic boron 

nitride can compromise the electron supply. The absence of this phase can be the cause to the 

superior properties of the structure with the intermediate diamond layer (figure 2.2). The direct 

growth of hexagonal BN on the diamond surface lowers the resistivity of the interfacial layer and 

therefore, assists in electron transport towards the tips of the BN nanowalls where field emission 

can take place. 
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Figure 2.2. (a) Overview ADF-STEM image of the NCD-hexagonal BN structure grown on a Si 

substrate. (b) High resolution BF-STEM image showing the interface between a diamond grain 

and hexagonal BN nanowalls with diffractogram insets taken at the regions A (hexagonal BN) 

and B (diamond grain). (c) EELS spectra extracted from the hexagonal BN (top) and diamond 

grain (bottom). (d) EELS maps showing the distribution of carbon, boron and nitrogen. 

 

A possible mechanism for the hexagonal BN nucleation on the diamond surface has been 

suggested in the following work by D.Q. Hoang et al. [119]. As mentioned above, no sign of 

disordered growth of the BN on top of the NCD layer was observed. The proposed mechanism for 

the BN nucleation which is quite similar to the diamond CVD growth, can shed light on this matter. 

As a result of the CVD process (see first chapter), the NCD surface is terminated with hydrogen to 

prevent cross-linking and to stabilize the sp3 nature of the carbon bonds during diamond growth. 
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Hydrogen is also present during the physical vapor deposition process of BN. Radicals of boron can 

substitute the hydrogen atoms dangling at the surface of the NCD and this way create a nucleation 

site for the BN ring. Two nitrogen radicals can further attach to the boron followed by another two 

boron radicals and the last nitrogen to finalize a ring structure (figure 2.3). The vertical orientation 

of the BN nanowalls in accordance to the surface of NCD grains can, therefore, also be explained by 

the orientation of this first boron atom. During further growth, all BN nanowalls start to elongate 

perpendicular to the substrate despite originating from different diamond facets which are not 

parallel to the Si substrate. This suggests that the direction of the incoming ion flux which is mostly 

directional toward substrate, also has an effect on the BN orientation.  

 

 
 

Figure 2.3. Sketch of the proposed nucleation mechanism of the hexagonal BN 

nanowalls on the diamond surface [119]. 

 

STEM-EELS mapping was carried out using conventional settings for core-loss acquisition 

with a convergence angle of 20 mrad, a collection angle of 36 mrad an acceleration voltage of 300 

kV at an FEI Titan3 equipped with a Gatan Enfinium Spectrometer for EELS. The shape of the B K-

edge is typical for a well-crystallized hexagonal boron nitride [120,121] with a pronounced π*-peak 

laying at 189 eV followed by a σ*-peak. The C K-edge spectrum extracted from the diamond grain 

correlates well with the σ*-peak of diamond, and indicates sp3-hybridized carbon. Fitting to a linear 

combination of reference spectra also reveals the presence of a sp2-coordinated amorphous carbon 

phase characterized by a π*-peak at 285 eV and with a featureless σ*-peak [122]. This phase spreads 

from the surface of the diamond grain towards the BN nanowalls. The presence of amorphous 

carbon at the interface region is possibly induced by carbon incorporation and dynamic recoil ion 

mixing in an early stage of boron nitride deposition. This phase, possibly, assists in the electron 

transport towards emitting sites by providing better conductivity.  
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The electron field emission properties of the successful combination of diamond/hexagonal 

BN can be further increased by modifying the shape in order to provide higher aspect ratio. 1D 

materials such as carbon nanotubes, GaN, Si, SiC, NiSi, ZnO, ZnS, CdS, graphene and AlN [123] have 

shown potential for electron emission due to their high aspect ratios. Nevertheless, in some cases, 

1D structures are not sharp enough to produce high local electrical fields. On the other hand, stacks 

of sheets of 2D materials with many sharp edges can also exhibit strong local electrical fields. 

Researchers in Hasselt University attempted to combine the advantages of 1D materials 

represented as an array of diamond nanorods with their high aspect ratio and 2D like hexagonal BN 

walls deposited on the surface of the nanorods in order to provide high local electrical fields [111]. 

 
  

 

 

 
Figure 2.4. (a) Overview ADF-STEM image of the structure consisting of diamond nanorods 

covered with hexagonal BN on top of the NCD diamond layer grown on the Si substrate. (b) 

High resolution BF-STEM image of the nanorod with hexagonal BN nanowalls grown on its 

surface. (c) High resolution ADF-STEM image of the nanorod consisting of nanometer sized 

diamond grains. (d) ADF-STEM image of the area for STEM-EELS mapping. (e) STEM-EELS map 

showing the distribution of hexagonal BN and carbon phases. (d) EELS spectra extracted from 

regions 1 (hexagonal BN) and 2 (diamond) marked at (e). 

This structure was synthetized in a multistage process. Firstly, an NCD layer was deposited 

on a Si substrate in the same manner as for the previous sample. Then the as-grown NCD layer was 

immersed in a pseudo-stable suspension of nanodiamond particles of approximately 8-10 nm in 
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size in deionized water and sonicated for 10 min to seed the particles on the NCD surface and to 

further serve as a mask for a reactive ion etching (RIE) process. After masking, the NCD was etched 

using the RIE process in O2 gas at an RF power of 200 W for 30 min. Finally, hexagonal BN was 

deposited on the diamond nanorods by a home-built unbalanced 13.56 MHz radio frequency (RF) 

sputtering technique.  

The obtained material demonstrates great electron field emission properties: a low turn-on 

field, high field enhancement factor β and long life-time stability (table 2.1), even in the harsh Ar+ 

plasma environment (the intensity of the plasma initiated by the field electron emission, was stable 

over 139 min). Overview ADF-STEM image shows that nanorods are completely covered in BN 

flakes. A closer look at the high resolution images clearly indicates that the hexagonal BN starts to 

grow directly on the surface of the diamond nanorods without passing through intermediate stages 

of amorphous or turbostratic growth. The images also reveal the multigrained structure of the 

nanorods consisting randomly oriented diamond grains with the size about 5-30 nm.  

According to the STEM-EELS mapping results, the hexagonal BN phase homogeneously 

distributes around the nanorods forming nanowalls almost perpendicular to the surface of the rods. 

The spectrum extracted from these nanowalls is typical for a highly crystallized hexagonal BN 

phase with the B K-edge typical for sp2-coordinated BN. The carbon K-edge spectrum extracted 

from the nanorods has a σ*-peak typical for sp3-hybridized carbon in diamond with a small π*-

prepeak at 285 eV indicating the presence of some sp2- hybridized carbon. It’s important to note 

that this peak is more pronounced than in the case of the continuous NCD layer. Like in the previous 

structure, the sp2-coordinated carbon is also detected in the hexagonal BN nanowalls. X-ray 

photoelectron spectroscopy (XPS) and Fourier-transform infrared spectroscopy (FTIR) data 

confirmed the presence of the B-N, B-C and C-N bonds. This may suggest that, the deposition 

process of the BN can introduce this carbon rich phase in the nanorods in the same way as for the 

first structure. Besides the higher aspect ratio, one of the possible explanations to the improved 

electron field emission characteristics of this material compared to the standard layer by layer 

structure can lay, presumably, in the presence of the amorphous carbon phase in the grain 

boundaries of the rods which conducts electrons to the BN flakes more efficiently than diamond.  

Diamond plates deposited at low temperature 
The recently developed method of linear antenna MPECVD (see chapter 1) has offered the 

opportunity to grow diamond layers at much lower temperatures than with standard MPECVD. A 

diamond layer with an unusual plate-like morphology has been synthetized by the research group 

at the University of Hasselt  [124] using spectacularly low deposition temperatures in the range of 

320 °C – 410 °C despite previous reports claiming the need for the temperatures above 850 °C 

[125,126]. The obtained diamond layer demonstrates good crystallinity and very low amount of 

amorphous carbon. The peculiar morphology which was never observed before for the linear 

antenna deposition method, and the composition of the layer was characterized by STEM, EDX and 

EELS technique 
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Figure 2.5. (a) Overview ADF-STEM image of the plan-view TEM lamella prepared from a 

diamond layer grown with the linear antenna MPECVD method indicating plate-like and 

octahedral grains. (b) Overview ADF-STEM image of a cross-section view TEM lamella. (c) High 

resolution ADF-STEM image of the edge of the grain terminated with {111} planes and 

separated by a twin crystalline defect. (d) High resolution BF TEM image of region 1 marked in 

(b) demonstrating the edge of the grain. Insets show diffractograms of the region without 

defects (top) and the region with stacking faults (bottom). (e) High resolution BF TEM image of 

the region 2 marked in (b) showing a grain boundary.  

 

In agreement with what was observed  with scanning electron microscopy (SEM), ADF-STEM 

images of the plane-view TEM lamella prepared from the diamond layer show randomly oriented 

diamond grains consisting of two morphologies: plate-like and octahedral (figure 2.5 b). Plate-like 

grains have a high length to thickness; their thickness is generally quite uniform along the grain. 

Octahedral and plate-like morphology of the particles visualized with SEM and TEM together with 

<111> edges of the particles observed with high resolution (S)TEM allow to suggest that the 

diamond grains are mostly terminated by {111} facets (figure 2.5). They also can contain (111) twin 

boundaries (figure 2.5 c). Overview ADF-STEM images of the plan-view and cross-section TEM 

lamellas show that the nanocrystalline diamond layer is relatively porous after 18 hours of growth, 

however it evolves into a dense NCD layer after 64 hours. As can be seen from the BF TEM image 

(figure 2.5 e), the neighboring grains are connected by {111} planes with a sharp grain boundary, 
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an evidence of the good crystallinity of the film. An image taken at the edge of another grain (figure 

2.6 d) exposes a high amount of stacking faults which create typical lines in the Fast Fourier 

transform (FFT) of this region. Stacking faults alternate the stacking sequence in atomic layers in 

diamond creating, instead of the cubic close packing ABCABC, a hexagonal close packing ABAB. 

Sometimes, such hexagonal packing in diamond is referred as a new phase – lonsdaleite [127]. 

However, the discussion of whether the new hexagonal phase really exists or the cubic diamond 

crystal can be considered highly defective, is still ongoing [128]. A diffractogram taken at the region 

without defects is representative for a cubic diamond crystal in [011] orientation.  

EDX analysis carried out on a large area of the plan-view sample, revealed the presence of Si 

at the edges of the diamond grains (figure 2.6). To determine the source of Si, another sample was 

grown by the same method but on a molybdenum substrate. Si was again detected in this sample, 

therefore, the most probable source of this impurity is the quartz tubes used in the CVD chamber. 

An EELS analysis was carried out to determine the quality of the diamond film and proved its high 

crystallinity. The carbon K-edge spectra (figure 2.7) contain typical features for sp3-coordinated 

carbon in diamond with a very low amount of sp2-hybdridized bonds, distributed mostly at the 

grain boundaries.  

 
 

Figure 2.6. (a) HAADF image of a plan-view sample prepared from the NCD layer which was 

deposited on a Si substrate. (b) EDX map of (a) (blue: carbon and yellow: silicon) showing the 

presence of silicon on the diamond grains. (c) HAADF image of a cross-section sample prepared 

from the NCD layer deposited on a Mo substrate. (d) EDX map showing the distribution of Si 

(yellow) on Mo (purple) from the substrate.  

Stacking faults which appear at the start of the growing process can be the cause for 

anisotropic plate-like morphology, since they create self- perpetuating growth steps. According to 
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the literature [129], two or more stacking faults can lead to the formation of hexagonal plates. 

However, the exact mechanism of development of the stacking faults is still unclear. The hexagonal 

shape can also be obtained due to the faster relative growth rate of the {100} planes with respect to 

the slower growth rate of the {111} planes [130]. Based on literature reports and observations on the 

current sample, three mechanisms for the plate-like morphology were proposed by the Hasselt 

group: 

1) First one starts from the early stages of the nucleation process involving the impurities 

such as Si which can come from the quartz tubes in the CVD chamber or Al, the material used in the 

walls of the CVD chamber. Impurity atoms can serve as a nucleation sites for fullerene particles 130 

which, due to their hexagonal structure, induce the formation of the hexagonal stacking in diamond 

instead of cubic and cause the formation of the stacking faults. Once formed, a stacking fault keeps 

growing and regenerating itself.  

2) The selective blocking of growth of one of the planes with respect to others by the capping 

layer formed by impurity, was suggested as the second proposed mechanism. The {111} plane is 

more reactive at lower temperatures than {100} and more likely to be bonded with the Si atoms.  

3) The third suggested mechanism initiates from the impurity-enhanced etching of the {111} 

planes compared to the {100} planes due to the higher surface energy of the {111} plane.  One of 

the possible ways of etching can be described by the beta-scission reaction where firstly, a SiH3 

radical bonded to the carbon at the diamond surface, loses a hydrogen by reacting with the atomic 

hydrogen, and secondly, the methylenesilane molecule could be released into the plasma leaving a 

radical at the diamond surface [131].  

 

 

Figure 2.7. STEM-EELS mapping of the diamond plate-like grain. (a) ADF-STEM image of the 

area chosen for the EELS mapping showing the interface between three grains: G1, G2 and G3. 

(b) STEM-EELS map showing the distribution of sp2-carbon phase. (c) EELS spectra extracted 

from the edge (top) and the middle (bottom) of the grain G2 showing the slight amorphization 

of the grain. 
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Conclusions 
1) Novel combination of the hexagonal boron nitride nanowalls grown on top of the 

nanocrystalline diamond layer suggested for large field emitting devices, was investigated by 

means of STEM and EELS. The enhanced field emitting properties of this material compared to the 

one where BN was grown directly on the Si substrate, were explained by direct formation of the 

hexagonal BN on the diamond surface without going through the turbostratic stage making the 

electron transport from the Si substrate towards the emitting sites on the BN nanowalls easier. The 

field emitting properties of this successful combination were improved even more by fabricating a 

material with higher aspect ratio - an array of diamond nanorods covered with boron nitride. The 

STEM and EELS studies of this material revealed that the hexagonal BN phase like in the previous 

case, grows directly on the surface of the diamond nanorods.  

2) Nanocrystalline diamond layer obtained by linear antenna MPECVD method at low 

deposition temperatures (320 - 410 °C), was studied by the means of TEM. High resolution STEM 

and EELS investigations revealed the good crystallinity of the diamond layer despite the low 

temperatures of the synthesis. Unusual plate-like morphology observed before only for the high 

temperature synthesis, was studied by means of STEM and three possible mechanisms of its 

formation were suggested.  



 

  



 

Chapter 3. Direct visualisation of the platelet structure in natural Ia 

diamonds by STEM and EELS  
 

In this chapter we discuss the structure of the platelet defect in natural diamond determined 

with the help of state-of-the-art imaging techniques in STEM and novel image processing 

algorithms. This defect is present in 98% of all natural diamonds but its structure has remained a 

mystery for almost half a century. This research was presented at two conferences: 

 Hasselt Diamond Workshop, SBDD XXI. 
Poster presentation: ‘Direct visualisation of the nitrogen platelet structure in natural Ia 

diamonds by ADF-STEM’. Svetlana Korneychuk, Stuart Turner, Artem Abakumov, Alexey 

Bosak, Jo Verbeeck. Hasselt, Belgium, March 9-11, 2016. 

 
 The 16th European Microscopy Congress EMC 2016. 

Poster presentation: ‘Determination of the platelet structure in natural diamond by ADF-

STEM’. Svetlana Korneychuk, Stuart Turner, Artem Abakumov, Alexey Bosak, Jo Verbeek. 

Lyon, France, 28 August - 2 September 2016. 
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Overview of the platelet research 
As mentioned in the introduction chapter, natural diamonds contain various intrinsic and 

extrinsic defects, including carbon interstitials, colour centres, dislocations, platelets and voidites 24. 

One of the most common defects present in the majority of natural diamonds is a semi-planar 

structure called a platelet which forms only in nitrogen-rich Ia type of diamond. This suggests that 

only certain combination of parameters in the Earth’s Mantle, such as pressure, temperature and 

time can lead to the formation of this defect. Understanding of the platelet structure can shed light 

on the geological processes behind it. Various studies of the platelet [34,132–136]  throughout the long 

history of diamond research did not completely clarify the structure of this defect.  

Platelets were first visualized by means of TEM in the 1960s [132]. They are semi-planar 

structures widely present in Ia natural diamonds [24] with irregular ellipsoidal shape randomly 

oriented along <100> planes. Ia diamond is rich with aggregated forms of nitrogen, mostly A 

centres [137] formed by two nitrogen atoms and B centres [138] which consist of four neighbouring N 

atoms around the vacancy.  

Nearly at the beginning of the platelet discovery nitrogen aggregation was considered as a 

main mechanism of the platelet formation [139]. Nevertheless, following research confronted this 

presumption. Nitrogen concentration in the platelet detected by EELS in the 1980s barely reached 4 

% [32,33] which is not sufficient to be the only substitutional element. The following research 

showed that platelets can also be produced artificially by annealing IaA diamond [140,141] leading to 

the aggregation of A centres into B centres and platelets. The measured concentration of N in the 

platelets varies in the literature and depends on the geological origin of the gemstone.  

Nowadays, one of the currently accepted models of a platelet proposed first by Humble [142]  

and then extended by Fallon et al. [33] is as an array of carbon interstitials with or without nitrogen 

inclusions. In the following works by Goss et al. [34,143] many possible platelet models are outlined. 

The recent work by Bosak et al. [135] proposes the lattice periodicity of the platelet defect from 

diffuse scattering intensities. The last work from 2018 on platelets [72] suggests a structure similar 

to the one which was reported by us in 2016 [144]. Remarkably, platelet-like structures are also 

found in Ge [27] and Si [145].  

In this chapter we show how TEM which is well known for its capability to directly 

determine the structure of materials down to the atomic scale and one of the preferred techniques 

for the study of defects and localised structures, helped us to solve this puzzle. A couple of decades 

ago, while the interest for this defect was increasing, one of the limiting factors to visualize the 

platelet was the spatial resolution of TEM. Nowadays aberration-corrected microscopes [146] allow 

to resolve the atomic structures with 0.5-0.7Å resolution and can give fresh insights to this heavily 

studied object. 

 

Visualisation of the platelet 
Platelets are randomly distributed throughout the diamond crystal along <100> 

crystallographic planes. These defects create strain in the crystal giving rise to diffraction contrast 

in ADF STEM images (fig.3.1). Viewed in [001] or [011] orientation, platelets appear as bright 

regions with irregular ellipsoidal shape or, in another projection, as short bright stripes with a 
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length of 5-50 nm (fig.3.1), though platelets with dimension of  more than 1 µm  have been reported 

[133].  

 
Fig.3.1. Overview ADF-STEM images of the platelets observed in [001] and [011] orientations of 

a Ia natural diamond crystal. 

 

In order to investigate this platelets more deeply, a few TEM lamellas were prepared by 

standard focused ion beam (FIB) milling procedure from different parts of the Ia natural diamond 

of unknown geological origin. The atomic structure of the platelet was studied by high resolution 

ADF-STEM imaging. The imaging was carried out on the FEI Titan3 transmission electron 

microscope operated at 300 keV equipped with a probe aberration corrector. This acceleration 

voltage was chosen in order to get the best possible spatial resolution required for small 

interatomic distances of diamond. A convergence angle α of 21 mrad and a collection angle of the 

annular detector of 25-60 mrad were used. The obtained transferred information estimated from 

diffractograms (figure 3.3) is with 0.7 Å slightly better than the nominal resolution of the probe 

corrected Titan microscope – in STEM at 300 keV.  

Examination of more than 50 platelets revealed only two atomic configurations – one with 

an evident glide plane along the defect and the second with a mirror plane. A few examples are 

presented in figure 3.2. Due to the small interatomic distances of diamond and weak scattering, the 

structure in the middle of the platelet is challenging to visualize, especially for the configuration 

with glide plane symmetry. Despite good stability of diamond under the electron beam, the defect 

also showed a tendency to damage after a few scans with the electron dose of about 106 e-/Å2 which 

is standard for beam stable inorganic materials in high resolution STEM mode [147]. 

In order to find the best way to visualize the platelet, we tested a few imaging techniques. 

One of the ways to get better signal to noise ratio and correct for scanning artefacts is to acquire a 

stack of images with fast dwell time and then obtain the total image by combining them. Collected 

images were processed in a few steps: firstly,  they were aligned, corrected for the scanning 

distortions and then summed up into the final image making use of the Smart Align software [78]. 

Two different regimes were tested: with higher (figure 3.2a) and lower (figure 3.2b) electron doses 

per frame: 1.7•105 e-/Å2 and 8.2•104 e-/Å2. The dose was calculated with the assumption that the 

current value was equal to 50 pA. Due to the difficulty of estimating the real current value, the given 

numbers for the dose should be considered as approximate but valid for the relative comparison 
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between each other.  In case of higher dose, the number of frames was limited to 10 due to sample 

contamination and damage. The use of slightly lower dose allowed to increase the number of 

frames to 25 without destroying the platelet. The stack of images acquired even with lower dose 

could not be reconstructed in the software due to the very low signal to noise ratio.  

 

 
Figure 3.2. Comparison of different imaging methods of the platelet. (a) Sum of ten ADF-

STEM images obtained with high dwell time each 1.7•105 e-/Å2. Noise filtered images are 

presented below the summed images. (b) Sum of 25 ADF-STEM images obtained with low dwell 

time each 8.2•104 e-/Å2. Noise filtered images are presented below the summed images. (c) 

ADF-STEM images acquired with standard conditions 1.3•106 e-/Å2 and 7.3•105 e-/Å2. 

 

This method provided quite successful results for the second configuration of the platelet 

but mostly failed to determine the structure in the middle of the first configuration due to the beam 

damage, already occurring after a couple of frames. Multiple scanning also caused a bending of the 

platelet which resulted in the difference in ADF-STEM contrast on both sides of the defect (figure 

3.2 a and b). Some hints of the structure of the first configuration can be found in the noise filtered 

images which are presented below each experimental image on the figure 3.2. They are obtained by 

Fourier filtering of the experimental images by selecting every pronounced reflection.  However, 

this kind of filtering can only help to get a preliminary idea on the atomic configuration as the 

masking procedure can easily introduce artefacts.  
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Fig. 3.3. a. Experimental high resolution ADF-STEM images of two observed 

configurations of the platelet defect – zig-zag and ladder. b. Experimental images corrected for 

scanning artefacts with the image processing technique based on neural networks [77] trained 

on the STEM data. c. 2D Gaussian fitting of the atomic positions done for experimental images 

(a). 

Summarizing, the technique with image stacks provided the consistent data for both 

observed configurations, and thereby, reassured us of the existence of only two platelet 

configurations. 
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Finally, we found that the best way to image the internal structure of the first configuration 

is to acquire one single image with the dose higher than for one frame in an image stack. This allows 

to distinguish the atomic structure and still not to damage it with multiple scans (figure 3.2c). The 

visualisation of the second configuration with this standard technique also provides relatively good 

results, however noisier than a summed image obtained from a stack. The dose was approximately 

equal to 1.3•106 e-/Å2 for the image of the first configuration and 7.3•105 e-/Å2 for the second 

(image 3.3 c).  

A ‘zig-zag’ of atomic columns with weaker intensities can be seen in the first configuration 

(fig. 3.3 a) and a ‘ladder’ where each ‘step’ is formed by a number of atomic columns aligned in a 

straight line, is observed at the second configuration (fig. 3.3 b). In order to remove scanning 

artefacts and obtain a clearer image of both zig-zag and ladder configurations a novel image 

processing technique developed at EMAT and based on convolutional neural networks [148] trained 

on the STEM data, was applied to the experimental images. The result with corrected scan noise 

artefacts and reduced background is shown in figure 3.3 b. As follows from the FCC lattice (figure 

3.5a,b), the zig-zag and ladder configurations can be transformed into each other by rotating the 

diamond lattice for 90° degrees along the defect. 

 This led us to the logical presumption that only one atomic structure of platelet exists and, 

due to the random distribution throughout the diamond crystal, this defect can be observed in two 

different atomic projections at inequivalent [011] and [01̅1] directions in the FCC diamond crystal 

(fig. 3.4a). To support this claim a consistent crystallographic model of the platelet is required 

which we attempt to create by retrieving the atomic positions from high resolution STEM 

(HRSTEM) images combined with DFT modeling of the internal platelet structure.  

 

Determination of the platelet structure 
High resolution STEM images can be modelled by fitting the intensity in the bright spots 

(which correspond to the atomic columns) to two-dimensional Gaussian distributions [149] together 

with a background fit. This approach was applied here making use of the StatSTEM software which 

was developed in EMAT [73]. The fitting procedure increases the accuracy of atomic position 

definition and helps to avoid false matches in uncertain cases of weak spots. The experimental 

images of the platelets with glide and mirror symmetry planes and corresponding fitted images are 

present at the figure 3.3. The defined centers of the 2D Gaussian distributions were used to create 

the projected atomic coordinates for the two observed cases. The zig-zag configuration is 

confidently fitted prescribing to each scattering intensity in the zig-zag one atomic column. Atomic 

density at each step of the ladder projection can be interpreted as a linear row of atomic columns 

and described best assuming three atomic columns in each step. The uncertainty in the middle of 

this projection can arise from the very small projected distance of 60 pm ± 6 pm between atomic 

columns which lays at the very limit of the resolution of STEM aberration-corrected microscopes at 

the moment.  
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Figure 3.4. a. Proposed structure of the platelet obtained from combining DFT with constraints 

from the TEM experiment. b. Dependence of the energy per atom on the pressure expressed 

through the volume per atom for a platelet and pure diamond. The graph is plotted till the 

minimum energy per atom vs volume per atom for diamond 77 and the platelet. 

 

As mentioned above, zig-zag and ladder cases can be represented as two projections of the 

same structure viewed at 90° with respect to the other (fig. 3.4 b). A number of models can lead to 

these atomic projections, and the internal atomic arrangement is impossible to retrieve only by 

high resolution STEM imaging in 2 directions. A projection in [001] zone axis would not provide any 

additional information hiding the defect structure. Another orientations would not be resolvable 

due to the very small projected distances in certain orientations. Thus, we used DFT calculations to 

select the most probable crystallographic model of the platelet that is in accordance with TEM 

observations. 

Starting from a few possible configurations we developed a stable model of the platelet 

(figure 3.4a). Density-functional band-structure calculations were performed in the VASP package 

[150,151] with the PBE exchange-correlation potential [152] and the k-mesh containing up to 64 points 

in the first Brillouin zone. Atomic positions were relaxed until residual forces remained below 0.01 

eV/Å. The formation energies were determined by comparing with bulk diamond and, in the case of 

nitrogen defects, with solid N2. The unit cell was taken with the size as presented at the figure 3.4a. 

With the same number of atoms for the defect and a pure diamond, the energy of the platelet is just 

slightly higher than for the diamond crystal (figure 3.4b) and the addition of one nitrogen atom in 

the substitutional position lowers it by a minor amount of 0.02 eV per atom.  This model is quite 

similar to the one proposed by Lang [139] but without assuming all the atoms in the chain being 

nitrogen. The simulations also show that the defect should have metallic nature, a finding which 

goes along with the low ‘band gap’ of 1.7 eV of the platelet calculated by studying its luminescence 

[153].  

However, the proposed model would lead only to the ladder configuration. To agree with a 

zig-zag crystallographic projection the platelet should contain a few parts were this model is 

inverted (figure 3.5c).  This means that flat chains of atoms in the middle of the defect should 

randomly switch from right to left orientation or vice versa along one ‘step’ of the ladder or at 
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different ‘steps’. If the transition happens along one chain, a connection point can be the host for 

nitrogen atoms in the platelet as drawn at the figure 3.5c.  This crystallographic model also explains 

the shifting atomic intensities in the middle of a ladder projection (especially, seen at the figure 3.2 

a and b) and varying intensity of atomic columns along the zig-zag projection. ADF STEM 

simulations carried out with the QSTEM software [154] maintain the proposed crystallographic 

model and agree with the experimental images (fig. 3.5 d).   

 

 
 

Fig. 3.5 a. Scheme of the platelet in a natural diamond crystal. b. Ladder and zig-zag 

projections on the platelet observed at inequivalent crystallographic directions [011] and [0-

11]. c. Suggested model of the platelet with flat atomic chains switching position from left to 

right in each ‘step’ of the ladder. d. Experimental and simulated images of the platelet plane. 

Simulation were carried out for the model (c) with randomly changing chains of atoms. 

 

Role of nitrogen in the platelet investigated by STEM EELS 
We also investigate the role of nitrogen in the platelet structure by using the STEM EELS 

technique. EELS experiments were as well carried out on the FEI Titan3 transmission electron 

microscope operated at 120 keV and equipped with Gatan Quantum EELS spectrometer with a 

convergence angle α of 21 mrad and a collection angle β of the spectrometer equal to 75 mrad. The 

obtained EELS map clearly shows the presence of nitrogen exactly in the platelet plane (fig. 3.6c).  
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Figure 3.6. a. Nitrogen concentration in the platelet defect estimated with a spatial resolution 

of one dumbbell width. b. Spectra of carbon and nitrogen K-edges extracted from each 

horizontal layer from (a). c. EELS map of nitrogen distribution along the whole platelet. d. 

Spectra of normalized carbon and nitrogen K-edges extracted from the middle of the defect 

plane.  

 

The distribution of nitrogen (fig. 3.6a) calculated along the defect with the spatial resolution 

of one diamond dumbbell indicates the highest presence of nitrogen equal to 3 atomic % exactly in 

the middle of the platelet. The nitrogen concentration vanishes in approximately three dumbbell 

layers. The higher nitrogen concentration present directly at the defect is a clear evidence of its 

involvement in the platelet structure. Varying concentrations of nitrogen in the platelets detected 

by us (table 3.1) and in the literature [32,33] suggest a stochastic character of nitrogen participation 
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in the platelet structure. Most probably, different conditions during diamond formation in the 

mantle causes changes in the migration of nitrogen [17] which initiate the platelet formation.  

 

Table 1*. Concentration of nitrogen in the platelets measured with EELS.  

№ of platelet 1 2 3 4 5 6 7 

N, atom. % 3.4 3.3 2.1 4.0 3.0 3.2 2.0 

* Concentration of N was calculated exactly in the defect plane with the width of one dumbbell. The 

quantification was performed in the EELSMODEL software [155]. EXELFS of the carbon K-edge overlaps with 

nitrogen K-edge and complicates correct quantification of N. Therefore, the correct values of N in the platelet 

were obtained by subtracting the ‘false’ value of N calculated far outside the platelet from the ones obtained on 

the platelet. 

The shape of nitrogen K-edge EELS spectra can give a hint on its coordination in the platelet 

structure. By comparing the carbon and nitrogen spectra extracted precisely from the defect plane 

(fig. 3.6 d), one can see that they repeat each other with a few differences. For example, the main 

peaks of the carbon K-edge related to the σ-bonds in sp3-hybridized carbon matches two second 

peaks of the nitrogen spectra. Also, the small pre-peak in the carbon spectrum responsible for the 

π*-bond in sp2-hybridized carbon can be correlated with the first peak of the nitrogen K-edge 

spectra. We suggest that nitrogen is embedded into the diamond lattice and has more sp2-like 

configuration. The shape of the nitrogen spectrum is also close to the spectrum of a single 

substitutional Ns center as simulated by Turner et al. [156] with a pronounced π-component. This 

proves the substitutional nature of the nitrogen in the platelet and matches with previous research 

done on its coordination by EELS [157]. 

Conclusions 
We developed a consistent model for platelet defects in diamond, which structure has 

remained a mystery for almost half a century. We conclude that the platelet has only one atomic 

configuration, and due to the random orientation in the crystal, it can be observed in two different 

projections at inequivalent crystallographic directions  [011] and [01̅1]. By combining state-of the-

art imaging with novel image reconstruction algorithms, we propose a consistent model of the 

platelet and support it with DFT calculations. We also contributed to the discussion on the role of 

nitrogen in the platelet showing its clear involvement in the defect structure and suggesting its 

possible coordination from EELS and DFT.  

We believe that the obtained results can help to better understand and interpret the rich IR 

absorption and photoluminescence spectra of natural diamonds. The proposed model can also be 

used to adjust and test the parameters of platelet- and, therefore, diamond formation in the mantle 

of Earth and shed light on the geological processes behind it. 

 

 



 

Chapter 4. Band gap measurement of diamond and other high 

refractive index materials with off-axis EELS using an annular 

aperture 
 

In this chapter band gap measurements of semiconductors and insulators with EELS in TEM 

are discussed in detail, and a simple technique based on the use of an annular (Bessel) aperture is 

suggested. The technique suppresses the ‘parasitic’ losses such as Cherenkov losses and surface-

guided light modes which complicate the retrieval of the correct band gap value, by enforcing a 

momentum transfer selection with the Bessel aperture. The suggested approach is experimentally 

demonstrated and provides good signal to noise ratio and interpretable band gap signals on 

reference samples of diamond, GaN and AlN while offering spatial resolution in the nm range. 

 

This research is presented in a first author article: 

 

S. Korneychuk, B. Partoens, G. Guzzinati, R. Ramaneti, J. Derluyn, K. Haenen, J. Verbeeck, Exploring 

possibilities of band gap measurement with off--axis EELS in TEM, Ultramicroscopy. in press 

(2018). doi:10.1016/j.ultramic.2018.03.021. 

  

and in two conferences: 

 Hasselt Diamond Workshop, SBDD XXII. 

Oral presentation: ‘Band gap measurements of diamond materials with EELS using electron 

Bessel beams’. Svetlana Korneychuk, Rajesh Ramaneti, Yan Zhou, Julian Anaya, Paulius 

Pobedinskas, Joff Derluyn, Huarui Sun, James Pomeroy, Ken Haenen, Martin Kuball, Johan 

Verbeeck. Hasselt, Belgium, March 8-10, 2017. 

 13th Multinational Congress on Microscopy 

Oral presentation: ‘Measuring band gaps of semiconductors by off-axis EELS with Bessel 

aperture’. Svetlana Korneychuk, Giulio Guzzinati, Rajesh Ramaneti, Paulius Pobedinskas, Joff 

Derluyn, Ken Haenen, Johan Verbeeck. Rovinj, Croatia September 24-29, 2017.  
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Band gap measurements with EELS in TEM 
As mentioned in the introduction chapter, electron energy loss spectroscopy in 

transmission electron microscopy provides information about the local dielectric properties of 

materials including band gap information in semiconducting materials. EELS has an advantage over 

conventional techniques for band gap measurement by providing much better spatial resolution 

and the possibility to locally map the band gap, for example, in a multilayered heterostructure [158–

161].  

So far however, low loss EELS is not widely used for band gap measurements due to the 

presence of parasitic unwanted losses which are usually superimposed to the band gap signal. 

These unwanted losses occur e.g. through retardation effects via the emission of Cherenkov 

radiation  [162,163] and the excitation of surface-guided light modes. The challenges of measuring the 

band gap in the TEM are well understood and have been discussed in great detail [88,91,92,96,164,165] 

with many propositions on how to overcome them [90,94,97,166,167]. 

Fortunately, according to the simulations based on the Kröger formula [87] which is given in 

the introduction chapter and describes low loss inelastic scattering in a plan parallel sample 

geometry, all the unwanted losses happen at very low scattering angles and can, in principle, be 

avoided by not recording scattering events in that angular range [92,168]. In this chapter we explore 

how a hollow cone illumination scheme allows to eliminate the undesired signals and to accurately 

measure the bandgap in high-refractive-index semiconductors, while retaining a high spatial 

resolution, the key characteristic of the TEM. Below we experimentally demonstrate that the 

proposed setup indeed provides excellent suppression of the unwanted loss signals at both high 

(300 keV) and low (60 keV) beam energies while at the same time strongly suppressing the zero 

loss peak. This suppression drastically simplifies the retrieval of the band gap signal and 

significantly improves the signal to noise ratio. 

Besides spatial resolution, there is another important difference setting EELS apart from 

optical techniques. While for photons the momentum transfer to the material making a transition 

from the valence to conduction band is approximately equal to zero and negligible, in EELS the 

transfer of momentum between the fast electron and the sample can be substantial [169].  

This provides the possibility in EELS to obtain information about all possible interband 

transitions with the attractive opportunity to deliberately select certain transitions while excluding 

others. The role of this momentum transfer selection in the proposed setup will be clarified and 

prospects for applications are outlined. 

 

Experimental set-up 
The unwanted Cherenkov and surface losses are characterized by only a small momentum 

transfer, as becomes obvious when numerically evaluating the Kröger formula [88]. Indeed, these 

unwanted inelastic interactions produce scattering angles in the μrad range (see fig.4.1b,c), while 

Bragg scattering typically occurs in the order of mrad for electrons in the 100's keV range. This 

opens the possibility of avoiding the unwanted part of inelastic scattering by placing the 

spectrometer entrance aperture off-axis with respect to the unscattered electron beam in the 

diffraction plane. To first approximation, we can model the intensity distribution in this diffraction 
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plane as a convolution of (i) the inelastic scattering cross section, assuming a homogeneous 

medium with a given dielectric function, (ii) the elastic scattering contribution consisting of Bragg 

peaks due to the atomic structure of the material and (iii) the angular distribution of the incoming 

electron beam. For plane wave illumination, this results in a series of Bragg spots that are 

broadened by inelastic scattering. This broadening now contains a small contribution from 

Cherenkov radiation and a larger one from inelastic scattering, therefore off-axis spectral recording 

can easily avoid the lowest angles thus suppressing the unwanted Cherenkov effect [96,170,171]. With 

convergent beam illumination, we obtain better spatial localization, as the probe is now focused on 

the sample, but lose momentum resolution as different scattering features are now becoming 

harder to disentangle especially if also the convergent beam electron diffraction (CBED) discs start 

to overlap and off-axis spectral detection becomes problematic.  

 

 
Fig.4.1. Simulated double differential inelastic cross section for a plan parallel diamond thin 

film (50 nm) at a beam energy of 60 keV and 300 keV as a function of energy loss E and 

scattering angle θ based on the Kröger equation [172]. Illumination with either a parallel beam 

or a Bessel beam (0.2 mrad opening angle) is simulated including either only the non-

relativistic loss function Im(1/ε) (a, e), including relativistic effects (b, f) and including surface 

effect (c, d, g, h). Note the presence of clear Cherenkov and surface losses at scattering angles 

only below 0.1 mrad and even lower for 300 keV electrons. Using the Bessel beam, shifts these 

unwanted losses to the opening angle of the beam and creates a region around the center 

which is free of these unwanted excitations. Stripes at the simulation are caused by numerical 

artifacts due to noise in the tabulated dielectric function. 

 

A solution can be found by using an annular aperture (fig.4.2a) in the condenser plane of the 

microscope. This kind of aperture creates an approximation to an electron Bessel beam [61–63,173] 

and is accordingly called a Bessel aperture. This aperture creates ring-shaped CBED pattern due to 

the conjugation of condenser and diffraction planes in STEM mode, resulting in an assembly of rings 

in the diffraction plane as sketched in Figure 4.2.  
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By selecting the appropriate camera length (CL) and convergence angle, the central (000) 

reflection can be made to surround the spectrometer entrance aperture, thus selecting only these 

scattering events within a certain range of momentum transfers (fig.4.2d).  

 

 
Fig.4.2. a. Schematic diagram of the off-axis experiment with a Bessel aperture. b. Vector plot of 

the transfer of momentum in inelastic electron scattering. c. Limits imposed to this transfer of 

momentum when placing the entrance aperture (central disc) of the spectrometer in the center 

of the Bessel aperture. d. Simulated CBED pattern  [174] of diamond [110] with a Bessel aperture 

at 60 kV acceleration voltage and 10 mrad convergence angle showing the diffracted rings and 

the position of the spectrometer entrance aperture. Note how small momentum transfers 

stemming from Cherenkov radiation can't bring electrons into the spectrometer while larger 

momentum transfers originating from conventional inelastic losses do end up in the 

spectrometer. Note also that elastic scattering does not enter the spectrometer and therefore 

no zero loss peak is expected in the spectrum. 

 

It is important to highlight that using this Bessel aperture, the scattering distribution will be 

altered in a fundamental way and can be described by the convolution of the double differential 

inelastic scattering cross section with the Bessel aperture function. Figure 4.1 e-h demonstrates the 

result where now the unwanted losses inside the band gap region of the material are shifted to the 

angles of the ring aperture. This area now contains a significant amount of retardation losses, and 
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emerging from it, we can see the Cherenkov cone. The area in the center of the aperture appears 

free from Cherenkov losses and still contains information of interest on the band gap of the material 

as long as the opening angle of the ring remains very small with respect to q-dependent changes in 

the band structure. The figure has been computed for small angles in order to resolve the 

retardation losses better, while in practice slightly higher angles will be preferred due to the 

corresponding higher spatial resolution and convenience of staying in the same operating mode in 

our microscope set-up. 

The Bessel aperture can provide an advantage over a standard off-axis with circular 

aperture for low loss STEM-EELS experiments by circularly averaging over the in-plane momentum 

transfer direction thus avoiding complications with possible anisotropic features [94].  

A major advantage of the setup is the rejection of both the elastically scattered beam as well 

as the low angle Cherenkov and surface scattering. Indeed, removing the so-called zero loss peak 

from the spectrum has several advantages as the full dynamic range of the spectrometer can be 

used to record the loss signal, no subtraction of the zero loss peak is needed and the signal to noise 

ratio is greatly improved as the undesired (tail of the) elastic signal is suppressed, reducing 

background and the associated Poisson noise. 

Therefore, to simplify the setup the convergence angle of the Bessel beam should be chosen 

smaller than the Bragg angles in the material in order to keep the rings from overlapping. The 

situation where they almost touch is considered ideal as it provides maximum suppression of both 

Cherenkov losses and elastic signal while preserving good spatial resolution, together with a 

collection angle chosen to be just smaller than the Bessel beam convergence angle. However, 

working at these conditions will inevitably blur some of the q-dependent band structure features 

which may or may not be desired, but for q-averaged band gap mapping this could be considered 

ideal. While the experiment can still be performed in case of overlapping rings, the proper 

positioning of the aperture between the various reflections and the interpretation becomes 

increasingly difficult together with reducing the circular averaging advantage.  

On the other hand working at smaller opening angles will compromise the spatial resolution 

of the setup due to the diffraction limit of the probe size [175]. The non-overlap criterion will 

prevent true atomic resolution with this setup, but in the low loss regime, the spatial resolution is in 

any case likely dominated by delocalization of the inelastic scattering [169]. The advantage of this 

regime is that q-dependent transitions can be more carefully selected without the blurring effect 

that occurs for larger opening angles. 

 

q selection 
Unlike optical measurements, the transferred momentum q of the transition from valence to 

conduction band can be significantly different from zero in EELS experiments while the primary 

energy of the electron beam is more than enough to excite all possible interband transitions. This 

leads to a typical low loss spectrum which is very hard to disentangle into a meaningful band 

structure picture. 

Working off-axis with the proposed Bessel setup on the other hand allows to post-select a 

small subset of the possible transitions by enforcing strict momentum transfer selection criteria, 
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which could make direct interpretation of the low loss EELS spectrum more manageable in terms of 

band structure. This post-selection acts only on the perpendicular component 𝒒⊥ of the momentum 

transfer (fig. 4.2b) where the upper limit 𝒒⊥𝑚𝑎𝑥 of the 𝒒⊥ interval is determined by the sum of the 

maximum angle 𝛼𝑚𝑎𝑥  of the Bessel aperture and the maximum spectrometer entrance aperture 

angle 𝛽 as 𝑞⊥𝑚𝑎𝑥 = 𝑘
′𝑠𝑖𝑛𝜃 ≈ 𝑘′𝜃 = 𝑘0√1− 2𝜃𝐸(𝛼𝑚𝑎𝑥 + 𝛽), where forward momentum 𝑘0 =

2π

𝜆
 

and characteristic scattering angle 𝜃𝐸 ≈
E

2𝐸0
 neglecting relativistic corrections [165]. The lower limit 

𝒒⊥𝑚𝑖𝑛 is given by the difference of the lowest angle in the Bessel aperture with the spectrometer 

entrance aperture as 𝑞⊥𝑚𝑖𝑛 = 𝑘0√1− 2𝜃𝐸  (𝛼𝑚𝑖𝑛 − 𝛽) (fig. 4.2c). The relation between q, θ and θE is 

given by: 

𝑞2 = 𝑞∥
2 + 𝑞⊥

2 = 𝑘0(1 − √1 − 2𝜃𝐸  𝑐𝑜𝑠𝜃 + 1 − 2𝜃𝐸) ≈ 𝑘0
2(𝜃2 + 𝜃𝐸

2).              (4.1) 

A more detailed description of inelastic scattering vector geometry is outlined in [81]. 

Choosing an appropriate interval via tuning the Bessel aperture geometry with respect to 

the spectrometer collection aperture allows to select only those transitions that are of interest. The 

allowed 𝒒⊥ vectors effectively form a donut with radius α and width β assuming the Bessel ring is 

very narrow compared to the entrance aperture. This ring effectively averages out anisotropic 

variations in the band structure which may or may not be an advantage depending on what 

information is desired. The transitions in the q-donut with lower 𝒒⊥ will have higher intensity due 

to purely geometrical reasons – more of them can end up in the spectrometer entrance than 

transitions with higher 𝒒⊥. 

In order to understand the effect of this q selection on the low loss spectra, we have to 

compute the joint density of states (JDOS) and then we need to add the typical EELS cross section 

considerations for low loss excitations.  

In order to shed light on this rather complicated combination of factors, we demonstrate the 

effect on a toy model band structure consisting only of two parabolic bands (fig. 4.3a), following 

arguments laid out for q=0 transitions in [176,177]. 

Let’s assume that a transition from the valence to conduction band occurs with initial wave 

vector ki and final wave vector kf. The conduction band dispersion relation is given as: 

𝐸𝑐𝑏 = 𝐸𝑐 +
ℏ2𝑘𝑓

2

2𝑚𝑒
,                                                                                      (4.2) 

where Ec is the bottom of the conduction band energy and me is the conduction electron’s effective 

mass. For the valence band the dispersion relation is: 

  𝐸𝑣𝑏 = 𝐸𝑣 −
ℏ2𝑘𝑖

2

2𝑚ℎ
.                                                                                      (4.3) 

where Ev is the top of the valence band energy and mh is the hole’s effective mass. 

The energy transferred from the fast electron to the sample (energy loss) will then be: 

𝐸 = 𝐸𝑐𝑏 −   𝐸𝑣𝑏 = 𝐸𝑏𝑔 +
ℏ2

2
(
𝑘𝑖
2

𝑚ℎ
+
𝑘𝑓
2

𝑚𝑒
),                                          (4.4) 

where Ebg denotes the band gap energy. 

Applying momentum conservation we get:  
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ℏ𝒌𝑖 + ℏ𝒒 = ℏ𝒌𝑓 ,                                                                                         (4.5) 

or: 

𝒌𝑓 = 𝒌𝑖 + 𝒒.                                                                                                 (4.6) 

Then the expression (4.4) for energy loss can be rewritten as: 

 

 
ℏ2

2
(
𝑘𝑖
2

𝑚ℎ
+
(𝒌𝑖 + 𝒒)

2

𝑚𝑒
) + 𝐸𝑏𝑔 − 𝐸 = 0.                                                  (4.7) 

 

The number of transitions with this energy E is now given by the joint density of states (JDOS): 

 

𝐽𝐷𝑂𝑆(𝐸, 𝒒) = 2∫
𝑑𝒌

(2𝜋)3
𝛿 (
ℏ2

2
(
𝑘𝑖
2

𝑚ℎ
+
(𝒌𝑖 + 𝒒)

2

𝑚𝑒
) + 𝐸𝑏𝑔 − 𝐸) .

𝐵𝑍

                           (4.8) 

 

To calculate this integral numerically, a Lorentzian representation of the δ-function can be used: 

 

𝛿(𝑥) = lim
𝜖→0

𝜖/𝜋

𝑥2 + 𝜖2
 . 

 

To test the numerical integration, the q ~ 0 case can be considered. For this case, the JDOS can also 

be calculated analytically as follows (with 𝑚𝑟 = 𝑚𝑒𝑚ℎ/(𝑚𝑒 +𝑚ℎ)): 

 

𝐽𝐷𝑂𝑆(𝐸, 0) = 2∫
𝑑𝒌

(2𝜋)3
𝛿 (
ℏ2𝑘2

2𝑚𝑟
+ 𝐸𝑏𝑔 − 𝐸)

𝐵𝑍

                                                         (4.9) 

 =
8𝜋

(2𝜋)3
∫𝑘2𝑑𝑘 𝛿 ((𝑘 − √

2𝑚𝑟
ℏ2

(𝐸 − 𝐸𝑏𝑔))(𝑘 + √
2𝑚𝑟
ℏ2

(𝐸 − 𝐸𝑏𝑔))
ℏ2

2𝑚𝑟
)       (4.10) 

=
1

𝜋2
2𝑚𝑟
ℏ2

1

2√
2𝑚𝑟
ℏ2

(𝐸 − 𝐸𝑏𝑔)

∫𝑘2𝑑𝑘 𝛿 ((𝑘 − √
2𝑚𝑟
ℏ2

(𝐸 − 𝐸𝑏𝑔)))                     (4.11) 

=
1

2𝜋2
(
2𝑚𝑟
ℏ2
)
3/2

√𝐸 − 𝐸𝑏𝑔.                                                                                             (4.12) 
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Fig.4.3. a. A schematic two band model for excitations in a material with two parabolic bands. 

b. JDOS dependence on the momentum transfer 𝒒 (shown through the scattering angle 𝜽 ≈
𝒒

𝒌𝟎
 ) calculated for the model. The value of Ebg was taken as 7.2 eV in accordance with the direct 

band gap of diamond. Effective masses similar to diamond were taken as me=0.57m0 and 

mh=0.8m0 [178]. c. Simulation of the double differential EELS cross-section for all 𝒒. The 

Lorentzian distribution of inelastic scattering around low scattering angles is clearly visible 

and selects predominantly transitions close to q=0. d. Simulated EELS spectra extracted from 

(c) for different choices of 𝒒 calculated using expression (4.13). Note that the onsets will shift 

towards higher values when increasing the selected 𝒒. This constitutes one more reason to use 

small convergence angles and stay well in the first Brillouin zone. 



Chapter 4. Band gap measurement of diamond and other high refractive index materials with off-
axis EELS using an annular aperture 
 

79 

The square root dependence of JDOS on energy is also given in literature and is typical for a 3D 

system  [179,180].  

 

We now find the EELS double differential scattering cross section in dipole approximation [181,182]: 

𝜕2𝜎

𝜕𝐸𝜕𝛺
 ∝  

1

𝑘0
2(𝜃2 + 𝜃𝐸

2)
 𝐽𝐷𝑂𝑆(𝐸, 𝑞),                                           (4.13) 

 Taking into account the selected q-donut (fig.4.3) the total cross-section is given by:  

𝑑𝜎

𝑑𝐸
= ∫𝑑𝛺

𝜕2𝜎(𝜃)

𝜕𝐸𝜕𝛺
∝  ∫ 𝑠𝑖𝑛𝜃𝑑𝜃

𝛼𝑚𝑎𝑥+𝛽

𝛼𝑚𝑖𝑛−𝛽

∫ 𝑑𝜙
1

𝑘0
2(𝜃2 + 𝜃𝐸

2)
 𝐽𝐷𝑂𝑆(𝐸, 𝑞).

2𝜋

0

          (4.14) 

These cross sections are shown in Figure 4.3d, for the cases [𝛼𝑚𝑖𝑛 − 𝛽, 𝛼𝑚𝑎𝑥 + 𝛽] = [0 mrad, 

1 mrad], [1 mrad, 2 mrad] and [5 mrad, 10 mrad]. These simulations demonstrate that band gap 

value simulated for the on-axis case (0-1 mrad) matches the value obtained slightly off-axis (1-2 

mrad), meanwhile the signal obtained at larger angles significantly shifts the band gap towards 

higher energies. This suggests that the best strategy for band gap measurements is to keep the 

distance between spectrometer entrance and Bessel aperture (basically, 𝒒⊥𝑚𝑖𝑛) as small as possible 

though still avoiding the retardation losses. Also it’s important to highlight that the smaller 

convergence angle is the more prominent the direct band gap onset will be due to the higher 

momentum resolution.  

 

Results 
The proposed method was tested on a multilayered semiconductor heterostructure 

containing nanocrystalline diamond (NCD), AlGaN, GaN and AlN layers. Two alternative conditions 

were applied to probe the effectiveness of the technique – using an acceleration voltage of 60 keV 

which should allow to minimize the Cherenkov losses and using 300 keV where the unwanted 

effects are expected to be much more pronounced. The energy resolution, given as the full width at 

half maximum of the zero loss peak is 150 meV. GaN, AlN and AlGaN being direct semiconductors 

with rather flat band structure are good objects to compare the band gap values estimated by EELS 

with the standard ones obtained by optical techniques that only 'see' the direct band gap.  

Off-axis EELS measurements as proposed here can be influenced by several experimental 

details that need to be carefully considered. Starting out with an experiment without a sample 

already introduces a few peculiarities. As can be seen from Figure 4.4a, the intensity of the zero loss 

peak (ZLP) acquired in off-axis conditions with Bessel aperture is suppressed by more than 5 

orders of magnitude as compared to the same experimental conditions when replacing the Bessel 

aperture with a standard round aperture. Nevertheless, a ZLP is still weakly present in the spectra 

while this was not expected.  

Somehow, a fraction of the intensity ends up being scattered to the center of the ring in the 

diffraction plane which could be due to: inelastic phonon scattering, decoherence effects [183], 

transmission of electrons through the opaque region of the Bessel aperture or less than ideal 

focusing of the Bessel aperture in the diffraction plane. It turns out, that the dominant effect here is 

caused by a slight misalignment of the height of the Bessel condenser aperture which leads to a 

slightly defocused elastic image in the diffraction plane as shown in Figure 4.4c. A typical Arago or 



Chapter 4. Band gap measurement of diamond and other high refractive index materials with off-
axis EELS using an annular aperture 
 

80 

Poisson spot becomes visible in the center which brings elastic electrons back on the optical axis 

due to constructive interference effects [175]. This effect is particularly strong for smaller 

convergence angles. Ideally this effect would be corrected by mechanically lifting the aperture to a 

different position, but here we have to compensate this effect by slightly defocusing the diffraction 

lens and make the spot disappear by going to the far field conditions. 

Another artefact comes from inelastic scattering to the surface plasmon in the 1 µm thick Au 

film that is used to fabricate the Bessel aperture. This results in a peak at 2.5 eV that is visible in 

Figure 4.4a.  

 

 
Fig.4.4. EELS spectra taken at 300 kV, 1.5 mrad convergence angle, 1s exposure in off-axis 

configuration with Bessel aperture (blue) and on-axis configuration with standard round 

aperture (red) a. without a sample. b. on nanocrystalline diamond. c. Diffraction pattern 

without sample without refocusing of the diffraction lens showing an Arago spot to appear in 

the center (left) and with corrected diffraction plane height (right) d. Background removed 

spectra from (b) by subtraction of the spectrum without a sample in (a). All the spectra are 

corrected for the same electron dose by taking into account the difference between the areas of 

the Bessel aperture and conventional round aperture.  

 

Using the same experimental conditions on a polycrystalline diamond film resulted in 

spectra presented in Figure 4.4b. The 1.5 mrad convergence angle avoids the intersection of Bessel 

rings due to Bragg reflection occurring at  ̴ 10 mrad for diamond at 300 keV. 
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Fig.4.5. a. ADF-STEM image of a FIB lamella prepared from a multilayered heterostucture NCD-

GaN-AlGaN-AlN sample. b. Background subtracted EELS line profile along the GaN-AlGaN-AlN 

layers performed in Bessel configurations at 60 keV and opening angle 8 mrad showing good 

spatial resolution and clear band gap onset. Au plasmon comes from the Bessel aperture. c. 

EELS low loss spectra extracted from the line profile (b) demonstrating band gap onsets for 

GaN, AlGaN and AlN layers with approximate fitting of band gap values. 
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Comparing the intensity of the ZLP for the Bessel case with and without sample results in a 

very small reduction of the intensity due to absorption and scattering while quasi elastic phonon 

scattering [80] and other very low loss excitations apparently do not contribute significantly to this 

peak when compared to the case for the conventional round aperture.  

In conclusion we observed that the dominant contribution is likely coming from a residual 

slight defocus of the diffraction plane, but the two orders of magnitude suppression of the ZLP is 

already a very welcome effect to significantly increase the reliability of the background removal 

step and to lower the dynamic range of the spectrum for recording on a detector.  

Background subtracting the low loss spectra with the no-sample spectra (fig. 4.4d) shows a 

significant reduction of unwanted losses for the Bessel configuration even at 300 keV where the 

Cherenkov losses are typically very pronounced for diamond (fig. 4.1d,h). This experiment shows 

the effectiveness of the proposed technique even at high acceleration voltages and for high 

refractive index materials.  

It’s worth noting that even at 60 keV which is, sometimes, considered as a ‘safe’ acceleration 

voltage for band gap measurements, Cherenkov losses in high refractive index materials like 

diamond (n=2.4) cannot be completely eliminated (fig.4.1). 

 

 
Figure 4.6. Comparison of the delocalization of HAADF and low loss EELS signals. 
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Diamond, being an indirect semiconductor represents a complication due to the presence of 

two  band gaps – an indirect one at  ̴ 5.5 eV and a direct one at  ̴ 7.4 eV [178]. A simulated double 

differential inelastic cross section based on the tabulated dielectric function of diamond [8] clearly 

shows both band gap onsets (fig.4.1a). In the experimental spectra we can clearly identify only the 

direct band gap at 7.4 eV due to, the dominance of the scattering angles close to q=0 via the 

Lorentzian distribution of the inelastic scattering. This makes the result similar as for an optical 

measurement at q=0 for direct transitions. The indirect band gaps may be measured by selecting q 

in a specific range corresponding to the length and direction of this transition. This attractive 

possibility will be investigated in the next chapter, and here, we concentrate on eliminating the 

retardation losses and improving the direct band gap signal.  

In order to demonstrate the main advantage of STEM-EELS for band gap measurements – 

spatial resolution– we obtained EELS line profiles over multilayered lamella (fig.4.5a) at 60 keV. A 

slightly higher convergence angle of 8 mrad is used in order to increase the spatial resolution while 

still avoiding Bragg reflections to overlap. The results are presented in Figure 4.5. 

The proposed configuration gives an advantage in signal to noise ratio (SNR) when 

acquiring low loss spectra as the ZLP intensity is strongly suppressed making higher exposure 

times possible without saturating the detector. The same SNR can be achieved on axis only when 

adding up a significant amount of spectra with lower exposure times.  

  The background subtracted low loss spectra acquired when scanning over the epitaxial GaN, 

AlGaN and AlN layers demonstrates the mapping of clear band gap onsets at relatively high spatial 

resolution. As these materials are direct semiconductors with relatively flat band structures, the 

results for GaN are in good agreement with optical methods [184]. Lower band gap value for AlN and 

higher value for AlGaN can be the sign of Ga contamination for AlN and Ga depletion for AlGaN 

introduced during the synthesis.  It has to be noted however that optical methods could not obtain 

the spatial resolution presented here (fig.4.6).  

Spatial resolution of the experiment is determined for HAADF and low loss EELS signals by 

comparing both intensity profiles across the GaN-AlGaN interface. We want to point out that we 

chose to keep the convergence angle as low as 8 mrad at 60 kV and we deliberately apply coarse 

spatial sampling in view of the delocalized nature of the inelastic signal. The extracted intensity 

profiles are fitted with 𝑦 = 𝑎(atan(𝑏𝑥 + 𝑐)) + 𝑑 and the resolution is estimated as the distance on 

the axis x between 15% and 85% of the y function. The estimated experimental resolution for the 

HAADF signal is 3.1 nm and for the low loss EELS signal at 4 eV we find 6.3 nm. The expected 

delocalization for 4 eV loss is 5.5 nm calculated from ∆𝐿 =
0.5𝜆

𝜃𝐸
3/4  [79]. The acquisition was performed 

with a Bessel aperture in off-axis configuration.  

Reaching the polycrystalline diamond layer, however, the situation is more complicated and 

the resulting spectra are displayed in Figure 4.7a. Note that not in all grains of the polycrystalline 

sample a clear band gap signal is obtained. The reason for this is linked to different grain 

orientations leading to a complicated appearance of Bragg spots, causing changes in the length of 

𝑞⊥𝑚𝑖𝑛 and 𝑞⊥𝑚𝑎𝑥 together with the shape of q-selection and, therefore, introducing directional 

effects and collecting the transitions with much higher values of q than for the direct band 
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transitions. This can lead, firstly, to a significant decrease of band gap signal and, secondly, to the 

shift of the band gap onset to higher values.  

 

 
Fig.4.7. a. EELS line profile over the NCD layer taken at 60 kV and with a Bessel aperture 

convergence angle of 8 mrad. b. EELS line profiles over the NCD layer acquired with the same 

acceleration voltage but with a much smaller convergence angle of 0.5 mrad in off-axis 

conditions with a conventional round aperture. c. Diamond spectra extracted from the line 

profiles with different experimental conditions accompanied with the corresponding simulated 

spectra retrieved from the Kröger equation. In case of the off-axis Bessel set-up, the band gap 

signal was extracted from the grains marked with 2. Note that at 8 mrad convergence angle 

not all the grains demonstrate clear band gap onsets due to diffraction effects and/or collected 

q-transitions selected too far from the direct band gap. The band gap onsets acquired using 

small convergence angles are much more consistent over the whole thickness of the 

polycrystalline diamond layer.  
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This effect can be overcome by choosing a smaller convergence angle of 0.5 mrad (fig 4.7b) 

but unfortunately in our current setup, the correction of the diffraction plane position leads to 

problems with the pivot points making the diffraction pattern shift when scanning the beam. 

Therefore, we opted for a standard off-axis setup where we used a conventional round aperture 

giving 0.5 mrad convergence angle and we shifted the central disc slightly away from the 

spectrometer entrance aperture. The results are presented in Figure 4.7c and show a band gap 

onset signal that is now independent of the grain orientation and with good spatial resolution over 

the whole extension of the NCD layer.  

 

Conclusions 
The data shown in this chapter demonstrates the efficiency of off-axis acquisition with 

Bessel aperture even at high acceleration voltages, as 300 keV, and for materials with high 

refractive index, like diamond. Following simple rules such as using relevant convergence angles 

and preventing the appearance of near-field effects, this technique can be performed at any 

microscope with a reasonable spectral resolution by simply exchanging a circular condenser 

aperture for a specifically designed ring aperture. 

The interpretation in terms of a simple two band model gives insight in the momentum 

transfer selection and helps to choose the right acquisition parameters. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

  



 

Chapter 5. Measurement of the indirect band gap of diamond with 

EELS  
 

 

Continuing the ideas from the previous chapter, a simple method to measure the indirect 

band gap of diamond with off-axis EELS is demonstrated in the current chapter. The momentum 

space resolution achievable with EELS and the possibility of deliberately selecting specific 

transitions of interest are discussed. Using a two parabolic band model similar to the one described 

in the previous chapter, the predictions are extended from the direct band gap case to an indirect 

band gap. Finally, the emerging possibility to partly reconstruct the band structure with EELS 

exploiting our simplified model of inelastic scattering and support it with experiments on diamond, 

is pointed out. 

This research has resulted in a first author publication which is currently under revision: 

 

S. Korneychuk, G. Guzzinati, J. Verbeeck, Measurement of the indirect band gap of diamond with 

EELS in TEM, Phys. Status Solidi (A), in press (2018), doi:10.1002/pssa.201800318.  

 

and was presented on the conference: 

 

Hasselt Diamond Workshop, SBDD XXIII. 

Poster presentation: ‘Exploring possibilities of band gap measurement with off-axis EELS in TEM’. 

Svetlana Korneychuk, Bart Partoens, Giulio Guzzinati, Rajesh Ramaneti, Joff Derluyn, Ken Haenen 

and Jo Verbeeck. Hasselt, Belgium, March 7-9, 2018. 
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Probing the band structure with EELS 
 

The use of EELS to study dielectric properties is hampered by existing ambiguities in the 

data interpretation. There are two major challenges in low-loss EELS, parasitic losses, discussed 

before in great detail, and the second one being the deciphering of the spectra and linking each 

peak to its related transition in the 3D band structure. The difficulty lays in the nature of the 

process - an electron of the primary beam inelastically interacts with a specimen promoting 

electrons in the material to higher unoccupied levels. Therefore, in a first approximation, EELS 

spectra represent only the joint density of states between occupied and unoccupied levels. This is 

both valid for the core-loss (excitation of inner shell electrons) and low loss (e.g. interband 

transitions) spectral ranges and means that it is impossible to directly reconstruct the band 

structure just from the EELS spectra alone. The possible non-zero momentum transfer in EELS 

further considerably complicates the interpretation of the spectra. The only easily interpretable 

feature is the onset of a direct band gap – as it forms the shortest transition from the highest point 

of the valence band to the lowest point of the conduction band. The indirect band gap can also be 

measured by selecting the momentum transfer q which corresponds to the indirect transition with 

the smallest energy loss as it was demonstrated for the case of Si [96]. 

In this chapter, we concentrate on exploring the limitations of EELS in terms of band 

structure investigation. As EELS spectra represent only the joint density of states, a reference to any 

absolute energy level is lacking and it is impossible to simultaneously recreate valence and 

conduction energy levels without some prior knowledge, for example, the energy of the highest 

point of the valence band. Despite this limitation, we aim to demonstrate here that EELS can still be 

used to measure the indirect band gaps in diamond as well as other specific transitions in the band 

structure. Continuing the topic of indirect band gap measurements, in this chapter we also 

demonstrate the importance of the momentum resolution for reliably obtaining the value of the 

indirect band gap, both experimentally and by simulating the indirect transition on the simple two-

band model. We highlight the theoretical aspects which make possible to measure the indirect band 

gap with expected accuracy and bring attention to the applicability of the fitting parameters for 

indirect band gap onsets and other indirect transitions.  We also point out to the emerging 

possibility to partly reconstruct the band structure. 

Experiment   

The best method to obtain the information about the local composition of the material is 

STEM-EELS mapping. However, high spatial resolution in this mode comes at the expense of a 

reduced resolution in the transferred momentum, related to the uncertainty principle. Poor 

momentum resolution means that we acquire information about many possible interband 

transitions at once, in each single spectrum. As the momentum change q of an inelastically scattered 

beam electron is transferred to a momentum change in the sample, via e.g. an interband transition 

of the crystal electrons, and as the probability for inelastic scattering events decreases rapidly for 

increasing q (as discussed further, see eq.15), indirect transitions requiring high momentum 
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transfer q are often not detectable in the presence of other signals. Therefore, specific momentum 

transfer selection and good momentum resolution are required in order to pick up only certain 

specific transitions, for example, the indirect band gap in diamond. The question is then: how can 

this be achieved in the experiment? Let’s illustrate the idea starting with the description of our 

experimental set-up. When a focused electron beam scans over the crystalline sample, it is 

diffracted by the crystal and forms a CBED pattern in the detection plane. The EELS spectrometer 

entrance is positioned in this plane and the momentum resolution is determined by the 

combination of the relative size of this entrance aperture expressed by the semi-collection angle β 

and the convolution with the semi-convergence angle of the probe α. There are a few consequences 

following from this set-up that should be pointed out: 

(1) The CBED pattern can be approximated as a convolution of a conventional electron 

diffraction pattern of the sample with the incoming momentum distribution. Elastically scattered 

electrons are confined to the resulting diffracted CBED disks. Parasitic losses are, as has been 

shown before [86], present only in a narrow angular range from any elastically scattered electron 

direction, and hence are present only in a region of a few tens of µrad larger than the elastic CBED 

discs. Inelastically scattered electrons can scatter further outside the elastic regions, but the 

probability decreases rapidly with scattering angle as described by equation (1.31). Due to the high 

probability for multiple elastic scattering, and the low probability of multiple inelastic scattering we 

assume single inelastic scattering. This allows us to model the angular distribution as a convolution 

of the multiple elastic scattering CBED discs with the angular distribution of a single inelastic event. 

(2) Momentum transfer 𝒒 has a parallel and perpendicular component (figure 5.1b). 𝒒⊥ lays in 

the diffraction plane and can be determined through inelastic scattering angle as 𝒒⊥ = 𝒌𝟎𝜃 and 𝒒∥ 

relates to the energy loss and can be expressed as 𝒒∥ = 𝒌𝟎𝜃𝐸 , where 𝜃𝐸 is the so-called 

characteristic scattering angle [79]. Considering that losses of interest in this manuscript are in the 

few eV range, 𝒒∥ is very small with respect to any features in the first BZ. For instance, for 10 eV loss 

and 80 keV acceleration voltage 𝜃𝐸 =
𝐸

2𝐸0
=

10 𝑒𝑉

160000 𝑒𝑉
 ≈ 0.06 mrad and Bragg angles, which determine 

important points of the BZ are of the order of several mrad, e.g. 20.3 mrad between the (000) and 

(111) reflections in a diamond sample oriented in the [110] zone axis at 80 keV. Having a fixed 𝒒∥ 

and a free value of 𝒒⊥ means the transitions, in reciprocal space form a horizontal plane (ignoring 

the curvature of the Ewald sphere), shifted slightly from the Γ point along the beam direction by 

exactly 𝒌𝟎𝜃𝐸. Since this shift is so small with respect to the main features of the BZ, we choose to 

neglect it. Furthermore, the parallel component is dominant only in case of 𝜃 < 2𝜃𝐸 [185] which 

means that for most interband transitions of our interest, where the scattering angles are of the 

same order as the Bragg angles 𝑞⊥ ≫ 𝑞∥. Therefore, exploring indirect band gap transitions we can 

concentrate on the perpendicular component of q which lays in plane with the CBED disks and 

spectrometer entrance. 

(3) The combination of statements (1) and (2) means that in CBED each point in the first BZ is 

convoluted with a momentum uncertainty disk with a diameter of 2α. 

(4) Our resolution over the transferred momentum 𝒒⊥ = 𝒌⊥
′ − 𝒌0⊥is determined by the 

uncertainties over the orthogonal components of the initial and final momentum. Since the incident 

beam possesses a convergence semi-angle 𝛼, we will have an uncertainty over the initial transverse 
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momentum 𝜹𝒌0⊥ = 𝛼𝑘0. On the other hand, the finite angular size 𝛽 of our detector entrance 

collects electrons with a variety of final transverse momenta 𝛿𝒌⊥
′ = 𝛿𝑘0. The resulting 𝒒⊥ 

resolution can therefore be estimated as a quadratic sum 𝛿𝒒⊥ = √𝛿𝒌⊥
2 + 𝛿𝒌⊥

′2 ≈ √𝛼2 + 𝛽2𝑘0. As a 

measure of quality of this momentum resolution, it is useful to express this quantity as relative to 

the momentum transfer of Bragg scattering.  

(5) Since, as discussed above, a 2D plane from the 3D JDOS is selected including the center and 

perpendicular to the beam direction, we can select one point from this plane to identify a specific 

value of 𝒒⊥in both length and direction. Our spectrometer acquires all transitions that meet the 

selected 𝒒⊥, regardless of the exact initial and final states of the sample. While this hampers a 

straightforward reconstruction of the band structure, there is an exception where the initial and 

final states are well known: the band gap. There is indeed only one combination of initial and final 

states yielding the minimum energy: the highest point of the valence band, at the Γ-point, and the 

lowest point of the conduction band. This transition becomes clearly identifiable once we select the 

proper momentum transfer. 

 (6) As following from the statement (5), indirect and direct band gap transitions can be probed 

deliberately with EELS if the momentum resolution and selection is chosen adequately. We can 

further suggest that, for example, in the case of diamond there is only one single clear and isolated 

maximum in the band structure [186], leading to a high density of occupied states in that point. This 

means that the majority of scattering will originate from this Γ point. This further simplifies the 

interpretation and opens an interesting possibility to deliberately measure the energy difference 

between the highest point of the valence band (which is dominant as discussed above) and 

arbitrarily chosen points in the conduction band (not necessarily the bottom of the conduction 

band).  
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Figure 5.1 a. Scheme of the experiment in STEM mode. A convergent electron beam is 

directed on the sample, where it undergoes elastic (Bragg) and inelastic scattering. A 

spectrometer with a small acceptance angle collects scattered electrons close to a chosen 

scattering angle. α and β indicate the convergence and acceptance semi-angle respectively. b. 

Vectorial relations between initial momentum k of the electron of the primary beam, final 

momentum k’ and momentum transfer q. c. Scheme of the boundaries of the slice of the first BZ 

in case of parallel beam illumination marking the main symmetry points Γ, Χ, K and L of 

interest and the symmetry line Δ between Γ-Χ. d. The simulated [174] CBED pattern of diamond 

in [110] crystallographic orientation at 80 keV with a thickness of 35 nm and convergence 

angle α=1 mrad used in the experiment. The white circles with radius β=1.2 mrad show the 

different positions of the spectrometer entrance aperture used in the experiment. Inset shows 

the experimental CBED pattern. Letters a-f correspond to the spectra at figure 5.4 b and c.  

 

Model   
In the previous chapter we used as an illustrative tool the simple band structure model 

consisting of two parabolic bands showing how momentum selection through off-axis EELS 

acquisition can influence the signal of the direct band gap. We concluded that the best strategy to 

obtain a good estimate of the value of the direct band gap is to keep the off-axis shift as small as 

possible while still avoiding the angular range where the retardation losses (Cherenkov and surface 

guided modes) are relevant. However, for the indirect band gap, the situation is different as we 

need to deliberately select the appropriate momentum transfer 𝒒⊥ corresponding to the indirect 
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transition with lowest energy loss. The momentum transfer is in any case large enough that we do 

not have to worry about parasitic losses. The downside, however, is that the probability of 

scattering, and therefore the signal to noise ratio, decreases significantly with 𝒒⊥ and the shape of 

the band gap onset will change substantially as well.  

To demonstrate how this combination of factors influences the indirect band gap signal, we 

extend the simple 2 parabolic band model with a shift of the conduction band  by a vector s from 

k=0 in momentum space (fig.5.2). We want to point out that in the real band structure of diamond 

there are six such symmetrical band minima related to the indirect band gap but in our experiment 

we select only one of those by deliberate momentum selection. Therefore, the choice of only one 

conduction band shifted by the vector s would already contain the essential ingredients to 

understand the experiment. In a first approximation (see equations 5.15 and 5.16), EELS spectra 

are proportional to the JDOS as both an occupied initial and an unoccupied final state should be 

available for the inelastic transition to happen. 

We attempt to calculate it for the system described above with momentum transfer 𝒒⊥ ≠ 0. 

We base our calculations on the well-known example of JDOS for parabolic dispersion relations in 

3D system where [187]: 

 𝐽𝐷𝑂𝑆 =
∂𝜌

∂𝐸
=
𝜕(

𝑘3

3π2
)

𝜕𝐸
=

1

2𝜋2
(
2𝜇

ℏ2
)
3/2

√𝐸 − 𝐸𝑏𝑔,                                                    (5.1) 

 

with ρ – volume density of states, µ - reduced mass and 𝐸𝑏𝑔 – band gap value. 

Thus, to obtain the JDOS with 𝒒⊥ ≠ 0 we only need to find the expression for a wave vector k 

shown by the steps below.  

Using the same formalism as for the case of direct band gap [95] we can write that an 

indirect transition from valence to conduction band will have the energy:  

𝐸 = 𝐸𝑐𝑏 −   𝐸𝑣𝑏 = 𝐸𝑏𝑔 +
ℏ2

2
(
𝑘𝑖
2

𝑚ℎ
+
(𝒌𝑓 − 𝒔)

2

𝑚𝑒
),                                              (5.2) 

where 𝐸𝑐𝑏 is the minimum energy level of the conduction band, 𝐸𝑣𝑏 – maximum energy level of the 

valence band, 𝐸𝑏𝑔- energy of the band gap, ki - initial wave vector, kf - final wave vector, mh and me - 

hole and electron effective masses. 

Taking into account the momentum conservation: 

ℏ𝒌𝑖 + ℏ𝒒⊥ = ℏ(𝒌𝑓 − 𝒔) ,                                                              (5.3) 

or: 

𝒌𝑓 = 𝒌𝑖 + 𝒒⊥ + 𝒔,                                                                      (5.4) 

we can rewrite equation (1) as: 

ℏ2

2
(
𝑘𝑖
2

𝑚ℎ
+
(𝒌𝑖 + 𝒔 + 𝒒⊥)

2

𝑚𝑒
) + 𝐸𝑏𝑔 − 𝐸 = 0.                                 (5.5) 

Representing expression (5) as a quadratic polynomial in ki  gives: 

ℏ2(𝑚𝑒 +𝑚ℎ)𝑘𝑖
2

2𝑚ℎ𝑚𝑒
 +
ℏ2(𝒌𝑖 ⋅ 𝒔 + 𝒌𝑖 ⋅ 𝒒⊥ + 𝒔 ⋅ 𝒒⊥)

𝑚𝑒
+ 
ℏ2(𝑠2 + 𝑞⊥

2)

2𝑚𝑒
+ 𝐸𝑏𝑔 − 𝐸 = 0.        (5.6) 

Considering that φ is an angle between vectors ki and 𝒒⊥, ξ is an angle between ki  and s and τ is an 

angle between s and 𝒒⊥ equation (5.6) becomes:  
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ℏ2(𝑚𝑒 +𝑚ℎ)𝑘𝑖
2

2𝑚ℎ𝑚𝑒
+
ℏ2(𝑘𝑖𝑠𝑐𝑜𝑠(𝜉) + 𝑘𝑖𝑞⊥𝑐𝑜𝑠(𝜑) + 𝑠𝑞⊥𝑐𝑜𝑠(𝜏))

𝑚𝑒
+ 
ℏ2(𝑠2 + 𝑞⊥

2)

2𝑚𝑒
+ 𝐸𝑏𝑔 − 𝐸 = 0.  (5.7) 

For simplicity the following substitutions can be made: 

𝑎 =
ℏ2(𝑚𝑒 +𝑚ℎ)

2𝑚ℎ𝑚𝑒
;                                                                          (5.8) 

𝑏 =
ℏ2(𝑠𝑐𝑜𝑠(𝜉) + 𝑞𝑐𝑜𝑠(𝜑))

𝑚𝑒
 ,                                                      (5.9) 

𝑐 =
ℏ2(𝑠2 + 2𝑠𝑞⊥𝑐𝑜𝑠(𝜏) + 𝑞⊥ 

2)

2𝑚𝑒
+ 𝐸𝑏𝑔.                                (5.10) 

Now, (5.7) simplifies to a quadratic polynomial referring to ki as just k further on: 

𝑎𝑘2 + 𝑏𝑘 + 𝑐 − 𝐸 = 0.                                                               (5.11) 

Solving equation (5.11) we get two solutions for k: 

𝑘 =
−𝑏 ± √𝑏2 − 4𝑎(𝑐 − 𝐸)

2𝑎
 .                                                   (5.12) 

The volume density of states for the 3D k-space for this parabolic dispersion will be equal to: 

𝜌 =
𝑘3

3π2
=
(−𝑏 ± √𝑏2 − 4𝑎(𝑐 − 𝐸))

3

16𝜋2𝑎3
,                                 (5.13) 

and JDOS: 

𝐽𝐷𝑂𝑆 =
𝜕𝜌

𝜕𝐸
=
(−𝑏 ± √𝑏2 − 4𝑎(𝑐 − 𝐸))

2

4𝑎2𝜋2√𝑏2 − 4𝑎(𝑐 − 𝐸)
.                            (5.14) 

 

From this, the inelastic scattering factor can be computed numerically by taking into account all 

possible orientations of the initial momentum ki with respect to 𝒒⊥ and s. For this computation we 

choose to keep τ=0 as 𝒒⊥and s are chosen parallel in our experiment. The result of a numerical 

computation is presented in figure 5.2. 

𝑑𝑓

𝑑𝐸
(𝒒⫠, 𝐸) = ∬𝐽𝐷𝑂𝑆(𝒌, 𝒒⊥, 𝐸)

𝜑,𝜉

.                                                       (5.15) 

From this we can write the EELS double differential scattering cross section in dipole 

approximation as [181,182]: 

∂2𝜎

∂𝛺 ∂𝐸
 ∝  

1

𝑞⊥
2 + 𝑞𝐸

2
 
𝑑𝑓

𝑑𝐸
(𝑞⫠, 𝐸) =

1

𝑘0(𝜃
2 + 𝜃𝐸

2)
 
𝑑𝑓

𝑑𝐸
(𝒒⫠, 𝐸),             (5.16) 

with scattering angle 𝜃 =
𝑞⫠

𝑘0
, linear momentum 𝑘0 =

2π

𝜆
  and characteristic scattering angle   𝜃𝐸 =

E

2𝐸0
  neglecting relativistic corrections [188]. 

In order to get the full EELS spectrum, we need to integrate over the allowed 𝒒⊥ vectors as: 

∂𝜎

∂𝐸
 =  ∬

∂2𝜎

∂𝛺 ∂𝐸

𝑞⊥

𝑘0
2 𝑑𝒒⊥

𝐴

,                                                                (5.17) 
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where A is the area of the entrance aperture of the spectrometer centred around the chosen 

scattering vector 𝒒⊥0 = 〈𝒌⊥
′ 〉 − 〈𝒌0⊥〉, comprising vectors 𝒒⊥ such that |𝒒⊥ − 𝒒⊥0| < √𝛼

2 + 𝛽2𝑘0.  

 

 
Figure 5.2 a. A two-band model for excitations in a material assuming two parabolic bands. An 

indirect band gap model is obtained by shifting the conduction band by a vector s. b. inelastic 

scattering factor dependence on the perpendicular component of the momentum transfer 𝒒⊥ 

(shown through the scattering angle 𝜽 =
𝒒⊥

𝒌𝟎
 ) calculated for the model for either s=0 (left side, 

representing a direct band gap material) or for s=8.8•109 1/m and  𝒒⊥ ∥ 𝒔 (right side, 

representing an indirect band gap material). c. Simulation of the double differential EELS 

cross-section for different  𝒒⊥ ∥ 𝒔. The Lorentzian distribution of the inelastic scattering is 

clearly visible and prefers transitions close to q=0. Selecting a specific scattering angle, 

however allows us to select only the weakly scattering part which still contains the signature 

of the indirect gap (d). d. Simulated EELS spectra extracted from (c) for different choices 

of 𝒒⊥. Note that in case of direct band gap the onsets shift towards higher values when 

increasing the selected 𝒒⊥while the shape of the onset changes. In case of an indirect band gap 

(left) we successfully probe it by selecting 𝒒⊥ transfers close to s, but attention needs to be paid 

to obtain enough momentum space resolution to avoid bias towards lower 𝒒⊥ values through 

the Lorentzian. 

 

For on-axis setups, the EELS spectrum is dominated by q-transfers in the range of 𝒒∥ due to 

the Lorentzian envelope as shown in (fig. 5.2c). For off-axis acquisition (𝒒⊥0 ≫ 𝒒∥), a range of off-

axis 𝒒⊥ vectors is selected leading to a strong reduction of the signal due to the Lorentzian factor, 

but now 𝒒⊥ vectors that are excluded in the on-axis case could be selectively detected as shown in 

fig. 5.2d. According to the theoretical work of Rafferty and Brown [179] and noting that Tauc plots 
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[180] are sometimes applied to EELS data [189], the JDOS  for a direct transition should be described 

by the function 𝑎(𝐸 − 𝐸𝑔)
𝑛 with n =0.5 and for indirect transition n =1.5. Clearly visible even in this 

simple model is that the correct value of the indirect band gap is obtained when 𝒒⊥ = 𝒔. The 

simulation also proves that a good momentum resolution is crucial to accurately measure the 

indirect band gap. Shifting 𝒒⊥ towards lower values changes the band gap onset substantially 

towards higher values and the spectrum obtains a more direct band gap-like shape.  

Choosing 𝒒⊥ in between direct and indirect transitions also lifts the gap onset and results in 

a flatter shape of the onset region. It is also important to highlight that according to our simulations 

the value of n varies depending on 𝒒⊥ selection which can be understood as ranging from more 

direct-like (n  ̴ 0.5) to more indirect-like behavior (n  ̴ 1.5). 

Results and discussion   
We attempt to experimentally demonstrate statement (6) on a single crystal diamond film 

in [110] crystallographic orientation by taking spectra with the EELS spectrometer entrance shifted 

at different points of the first BZ. The spectra were acquired at 80 keV acceleration voltage, with 

α=1 mrad, β=1.2 mrad and energy resolution 120 meV. This leads to a fractional momentum 

resolution of 0.13 or the range of momentum transfer 𝒒⊥of 2.35•109 1/m with the boundaries of 

the 1st BZ being at 17.6•109 1/m from Γ to X point.  

 

 
Figure 5.3 Comparison between the experimental spectrum acquired on-axis (red) and 

simulated spectra (blue) with or without retardation losses calculated for 80 keV, sample 

thickness of 50 nm and collection angle 1.2 mrad making use of Kröger equation and a 

tabulated diamond dielectric function 8.  

 

The chosen acceleration voltage is sometimes, considered safe for obtaining the spectrum 

without parasitic losses. However, diamond has a high refractive index and can still cause the 

unwanted losses. The amount of retardation losses in the diamond sample at 80 keV was estimated 

through comparison of the experimental spectrum acquired on-axis (therefore, containing all 

possible retardation losses) and the spectra simulated with the Kröger equation. As can be seen 
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from the figure 5.3, parasitic losses are present in the experimental spectrum and can be attributed 

both to Cherenkov radiation and surface light-guided modes.  

Four spectra are obtained along the Δ line of the first BZ and show the expected behavior 

(figure 5.4b). The spectrum taken on-axis in (000) or in the Γ point shows an onset below 5 eV 

which relates to retardation losses and cannot be used to estimate the true band gap value [190]. 

All spectra obtained off-axis are free from retardation losses. To quantitatively estimate the 

band gap onsets from these spectra, we fitted the loss region with the function 𝐼(𝐸) = 𝑎(𝐸 − 𝐸𝑔)
𝑛 

convoluted with the ZLP of each spectrum making use of the procedures suggested in the literature 

[191]. The convolution procedure helps to take into account all the parameters which influence the 

shape of the spectra such as energy resolution, asymmetry of the zero loss peak etc. and allows to 

estimate the band gap onset more precisely. As mentioned in the previous part, EELS cross-section 

for a direct transition should be described by the function 𝑎(𝐸 − 𝐸𝑔)
𝑛 with n =0.5 for direct and 1.5 

for indirect band gaps according to the simple two band model. Experimental spectra will deviate 

from these values of n due to, for example, the Lorentzian dependence of double differential cross-

section of EELS on inelastic scattering angle which causes a bias in the inelastic scattering factor 

(see equation (5.16)) and figure 5.2c) and a finite momentum resolution which makes selection of a 

pure direct or indirect band gap transition impossible. As our simulations show, selection of 

different ranges of 𝒒⊥ also influences the band gap onset (figure 5.2d).  Therefore, the most 

reasonable approach to estimate the band gap onset in case of experimental datasets is to leave n as 

a free parameter for fitting and then qualitatively label the measured transition as more ‘direct’ or 

‘indirect’.  

The resulting fit values of spectral onset 𝐸𝑔 and n for each experimental spectra acquired at 

a set of points in the first BZ (figure 5.1c) are given in the table 1. The first spectrum was obtained 

with the spectrometer entrance placed on the Δ line between Γ and X points with the length  𝒒⊥ 

smaller than required for the indirect band gap transition (see figure 5.1). The fitted value of band 

gap onset which has clearly indirect character is  ̴5.9 which corresponds to the band gap values in 

between the direct and indirect transitions on the Δ line.  

The second spectrum was taken at the point of the BZ corresponding to the lowest position 

of the conduction band and, therefore, selecting the indirect band gap transition. The fitted band 

gap value is   ̴5.6 eV which agrees well with the accepted value for the indirect band gap of diamond 

[89] and n is estimated as 1.1.  

When further shifting the spectrometer entrance away from (000) along the Δ direction to 

the Χ point of the BZ we observe an unusual shape of the band gap onset which corresponds to the 

signature of a direct rather than indirect transition and the best fit is obtained at n  ̴0.66. The fitted 

value of this band gap onset is  ̴6.2 eV. This shape might be explained by the constructive 

interference of the four inelastic paths due to the position of the X point symmetrical to the four 

CBED reflexes (figure 5.1d) which serve as sources for inelastic scattering.  
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Figure 5.4. a. Experimental spectra obtained at certain points in the first BZ of diamond 

marked in figure 5.1. b. Experimental spectra obtained on the Δ direction in the first BZ of 

diamond fitted with 𝑰(𝑬) = 𝒂(𝑬 − 𝑬𝒃𝒈)
𝒏. c. Experimental spectra acquired at the main points of 

the first BZ of diamond and fitted the same way as (b). Letters a-f correspond to the positions 

marked at figure 5.1d where the spectra were acquired. 
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Table 5.1. Parameters of fitting experimental data with the function 𝑰(𝑬) = 𝒂(𝑬 − 𝑬𝒈)
𝒏 

convoluted with the ZLP where 𝑬𝒈 is the onset of the spectra. The spectra are demonstrated in 

figure 5.4. Error bars are based on an asymptotic normal distribution for the estimates from a 

nonlinear least square fit. 

Point in BZ 
Before band 

gap 
Band gap X K L 

Eg, eV 5.87±0.12 5.61±0.12 6.15±0.08 6.63±0.25 6.44±0.17 

n 2.0 1.1 0.66 1.2 1.1 

 

The behavior of spectra taken at the other main points of the analyzed slice of the BZ agrees 

with the statement (6) in the experiment section. Even with approximately the same length of 

momentum transfer  𝑞⊥ the spectra obtained at L and K points are different from the ones acquired 

at Χ or the indirect band gap points. The onsets for L and K are close to the typical indirect behavior 

and estimated to be approximately 6.4 eV and 6.6 eV respectively, being far above the onsets for Χ 

or indirect band gap points placed at the Δ direction of the BZ. This proves the possibility to probe 

the band structure at different points and even partly reconstruct the lower surface of the 

conduction band if we assume that the shortest transitions always originate from the Γ point. This 

is possible in diamond due to the presence of an isolated global maximum of the valence band 

around the Γ point, causing transitions from different states to have a significantly higher energy. 

Applying to the other materials this proposition should be taken with care as the bands can 

be flatter and transition from, for example, Γ to K point might have the same length as some 

intermediate transition and different initial states will complicate the reconstruction of the 

conduction band as the shape of both valence and conduction band will contribute to shape the 

JDOS. Nevertheless, the experimental measurement of the indirect band gap should always be 

possible as the shortest global transition always originates from Γ point.  

Signal to noise ratio remains an open issue when acquiring spectra far outside the CBED 

disks. The current results show, that acceptable signal levels can be obtained and progress in single 

electron detectors, is providing an attractive route to further improve the signal to noise ratio and 

open a new era of band structure studies with EELS in TEM [192].  
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Conclusions   
In this chapter we have shown a simple way to deliberately measure the indirect band gap 

of diamond and also probe the energy of other transitions in the diamond band structure with 

EELS. It opens an interesting possibility to partly reconstruct the band structure of materials using 

EELS. If the band structure is unknown the suggested method can be used to estimate the position 

and energy of the indirect or direct band gap transitions by analyzing only a part of the first 

Brillouin zone which should include the points sufficient for further extrapolation. EELS can allow 

to analyze the band structure not only at the surface, as most other techniques, but also at a chosen 

place in the bulk material by preparing a targeted specimen or e.g. from an individual nanoparticle. 

EELS has already proven to be able to map the direct band gaps with nanometer resolution 

[94,95,191]. This can be extended to indirect band gaps and can help to link the structure of, for 

instance, indirect semiconductors with defects, strain or impurities to the properties of their band 

structure.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

  



 

Chapter 6. Future prospects 
In the last chapter a few hints are given on the possibility to partly reconstruct the band 

structure of diamond and other materials by measuring the energy loss and the direction of the 

momentum transfer of the transition from the valence to the conduction band with EELS. As 

mentioned before, low loss EELS to first approximation represents only the joint density of states 

limiting the possibility to fully reconstruct the band structure. The retrieval of a single band, like in 

angle-resolved photoemission spectroscopy (ARPES), seems unfeasible with current understanding 

of the method. 

However, by measuring the minimum energy gap between valence and conduction bands 

the energy surface which may be referred as a ‘band gap surface’, can be estimated from the EELS 

data. This surface would represent the energy and direction in reciprocal k-space of the transitions 

from the highest point1 of the valence band (usually the Γ point) to the lowest points of the 

conduction band.  

Experiment on partial reconstruction of the band structure 
The energy and direction of every transition within the first Brillouin zone initiating from 

the Γ point can be obtained in a simple STEM-EELS experiment described in the chapter 5. In this 

set-up the spectrometer entrance is placed in the same plane as the CBED pattern. By shifting the 

pattern over the fixed entrance aperture, the energy loss spectrum for every relative position of the 

CBED and the spectrometer entrance aperture can be obtained. Taking advantage of the fact that 

most of the interband transitions in this set-up are acquired from a very thin slice of a first BZ 

(about  𝑞∥ or 1/160 of the first BZ), the coordinates of the band gap surface can be determined from 

a distance and direction between the (000) reflection (Γ point) and the position of the spectrometer 

entrance2 (basically, 𝑞⊥± momentum resolution). The band gap onset of the spectrum acquired at 

each position of the spectrometer entrance, determines the minimum energy of the transition. To 

retrieve the band gap surface for all the possible transitions, one should map a few ‘slices’ of the 

first BZ, containing all main symmetry points. 

The main experimental challenge comes from the fact that the position of the spectrometer 

is static and only CBED pattern can be moved with accordance to it. This is manually possible with 

diffraction shift control of the microscope, making the scanning tedious for large datasets. An 

automated scanning procedure is not conventional and not implemented in current instruments. 

Development of such an automated movement of the diffraction plane is a very important task for 

the future research in this direction in terms of reducing the acquisition time and avoiding mistakes 

of the operator. 

Another difficulty lays in the weak signal outside the Bragg reflections due to Lorentzian 

dependence of EELS intensity on the scattering angle. This can be addressed by setting very high 

exposure times which is not always optimal due to the sample damage. Very sensitive single 

electron detectors such as the Medipix Merlin or Gatan K2 could help to reduce the exposure time 

                                                           
1 If we assume that all transitions with minimum energy initiate from the Γ point or any other highest point in 
the valence band, then all the momentum transfers q can be considered as coordinates k of the reciprocal 
space with zero at this highest point.  
2 Note that this is valid only within the first BZ. The transitions coming from other Bragg reflections will 
impact the signal outside the boundaries of the first BZ. 
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and solve this issue in the future. However, diamond is a good testing material as it can withstand 

relatively high electron dose (see chapter 3). 

The first attempt to reconstruct the band gap surface for one slice of the first BZ was done at 

80 keV for a diamond sample oriented in [011] zone axis parallel to the primary electron beam. In 

this specific orientation the first BZ of diamond is sliced with a plane containing a few major 

symmetry points, such as Γ, X, L, U, K (see chapter 5). The reciprocal space was mapped in between 

(1̅11̅), (200), (111̅) and  (000) CBED reflections in order to collect all mentioned symmetry points. 

The experimental conditions were similar to the ones used in the previous chapter with the 

convergence angle α=1 mrad, collection angle β=1.2 mrad and fractional momentum resolution of 

0.13.  

The x and y axis of the obtained datacube represent the coordinates of the reciprocal space 

with zero at the Γ point. The z axis contains the energy loss spectrum for every kx and ky. This 

datacube can be analyzed in different ways in order to obtain the band gap surface. The most 

conventional way described in chapter 5, is to determine the band gap onset for every spectrum by 

fitting it with the function 𝐼(𝐸) = 𝑎(𝐸 − 𝐸𝑔)
𝑛. However, this approach did not give the meaningful 

results due to the weak signal to noise ratio1.  

 

 
Figure 6.1. Step by step description of the retrieval of the band gap surface of diamond. 

 

Another way to approach the data analysis provided more insights. The datacube can be 

sliced perpendicular to the k-plane showing the possible changes in the intensity of the spectra 

                                                           
1 Note that the spectra of different indirect transitions presented in chapter 5 were acquired for about 10 
minutes each. Current dataset (29x35) would require approximately 170 hours with this exposure time.  
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along one direction of k (see figure 6). In order to avoid the Lorentzian dependence of EELS signal 

on q, each spectrum with removed ZLP was normalized by its total intensity. From one slice (figure 

6.1) one can clearly see the difference between the background level and the signal from interband 

transitions together with the evident change in the band gap onset along the chosen direction of k. 

By applying a threshold level which was taken as a constant for the whole dataset, the background 

was removed showing the change in the band gap onset even clearer. The sum of this dataset in 

energy z direction from 5 to 10 eV resulted in the JDOS projected over wave vector k. As only small 

energy region was taken, the JDOS can be considered as a band gap surface presented at the figures 

6.1 and 6.2. 

The obtained surface has a few regions with lower band gap values displayed with darker 

blue color and some brighter areas with higher transition energies. To evaluate the experimental 

results, a simulated band gap surface was obtained by calculating the shortest transitions from the 

Γ point in the valence band to the lowest unoccupied states in the conduction band retrieved only 

for the reciprocal points laying in the [110] plane of the first diamond BZ, hereby approximating the 

simulation to the experiment. The simulated surface has two main valleys between Γ and two 

symmetrical X points representing the lowest possible transitions in the band structure of diamond 

(see figure 6.3). The bright yellow lines connecting Γ and four symmetrical L points represent the 

highest energies of band gap transitions which are also displayed in a more conventional ‘walk in k-

space’ plot on figure 6.3. Two symmetrical K points show the second local minimum of the band gap 

transitions from the Γ point.  

A few similarities can be found between the experimental and simulated band gap surfaces. 

The experimental map also has the lowest energy in between Γ and X points. The experiment agrees 

with the simulated results as well by showing high energies of transitions in between Γ and two 

symmetrical L points. Interestingly enough, there are another two visible lines representing higher 

energies of transitions which are not present in the simulation. This effect could be related to the 

elastic scattering of already inelastically scattered electrons which could form interference regions 

at specific energy losses [193]. The energy values just around Γ point could be affected by the 

retardation losses or/and elastic scattering which can modify the distribution of inelastic scattering 

[194], particularly in thicker samples. This could cause artefacts and explain slightly higher values of 

the interband transitions around this point than expected. The finite momentum resolution which 

smears out the transitions and/or the fact that for the high energy transitions there could be a few 

with the same length and direction but initiating from the different points, could also cause the 

deviation of the experiment from the simulation. However, the last issue will not affect the lowest 

transitions which were of most interest here. 
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Figure 6.2. Possible interpretation of the experimental band gap surface. 

 

 

 



Chapter 6. Future prospects 
 

105 

 
Figure 6.3. The band structure of diamond [ 195]. 

 

The band structure of diamond from the figure 6.3 can be compared with the experiment, 

by assuming once more that all the shortest transitions originate from the Γ point of the valence 

band. This means that the JDOS for the lowest energy transitions could be represented as a 

convolution of the lowest unoccupied states with the single peak at the Γ point. This will result in a 

JDOS of the lowest energy transitions shaped as a lowest conduction band. The comparison 

between simulated and experimental JDOS for two directions in the first BZ of diamond, Γ-X and Γ-

L, is shown in the figure 6.4. In general, the experimental plots demonstrate the same behavior as 

the simulated plots. The energy of states decreases from Γ to X point and increases from Γ to L point 

both in the experiment and simulation. The higher than expected energies of the interband 

transitions at the Γ point in the experimental plots are possibly caused by the effects related to 

elastic scattering which as mentioned above, could modify the distribution of inelastic electrons.  
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Figure 6.4. Comparison of simulated and experimental JDOS (obtained only for the shortest 

transitions) for Γ-X direction (left) and Γ-L direction (right) in the BZ zone of diamond. 

 

Conclusions 
 The experimental results are promising and demonstrate that the method could become a 

powerful tool to study the band structure of materials with nanometer resolution. The data also 

shows that the full reconstruction of the band gap surface in 3D is, in principle, possible and can be 

accomplished by mapping a few additional slices of the first BZ which contain other main symmetry 

points. For the future, more data on different materials is required to properly test this technique. 

Also, technical improvements, such as introduction of the automated diffraction shifts, are 

necessary in order to make this method more feasible and accessible.  



 

General conclusions 
 

This work is dedicated to the investigation of diamond materials, natural and artificial, by 

means of transmission electron microscopy and electron energy loss spectroscopy. We show the 

capability of TEM to answer multiple questions of material characterization, from the 

microstructure and composition in the first part of the thesis, to dielectric properties and band gaps 

in the second part.  

We give an overview on the variety of diamond materials and TEM techniques, well-

established and new, in the introductory chapter. In the second chapter we show how state-of-the-

art TEM can characterize novel diamond based materials and explain how their atomic structure 

and compositions impact the macroscopic properties. The first characterized material is a 

nanocomposite of hexagonal boron nitride and polycrystalline diamond for large-area field 

emitters. The reason behind superior field emitting properties of this combination was revealed 

with the help of TEM and based on the direct growth of the hexagonal phase of BN on the diamond 

surface. The mechanism of this growth was suggested as well. The second studied material is a 

diamond layer grown by the novel CVD method at low temperatures of about 400 °C. High 

resolution TEM, EELS and EDX data helped to suggest three mechanisms of the unusual plate-like 

morphology of this layer. All three mechanisms are based on the presence of the impurity atoms 

(such as Si) which, in the first mechanism, cause the formation of the fullerenes at the early stages 

of CVD growth further creating stacking faults which, in large amounts, modify the morphology. 

Two other mechanisms are based on either inhibiting or selective etching of one of the crystal 

planes by the impurity.  

The third chapter proposes a solution to the structure of a famous platelet defect in natural 

diamond that was studied for decades. With improved spatial resolution of aberration-corrected 

microscope, it was finally possible to directly image the internal structure of the defect and suggest 

the consistent model for this defect. The image processing techniques used in this chapter also 

helped to create the correct model by reducing the noise level and estimate the atomic positions 

with high accuracy.  

The second part of the thesis from chapter 4 to 6 step-by-step develops the idea on 

measuring the band gaps of diamond and other materials. In chapter four we show how to avoid the 

retardation losses, such as Cherenkov radiation and collect a clean band gap signal with a simple 

STEM-EELS set-up using a ring (Bessel) aperture. The retardation losses are contained in a narrow 

solid angle around Bragg reflections. They can be avoided by collecting the spectra outside these 

reflections. The Bessel aperture in the condenser plane creates ring shaped reflections in the 

diffraction plane and the spectrometer entrance can be put inside this ring, collecting only the 

retardation-free signal and also averaging the possible anisotropy. We bring the attention to the 

importance of the correct experimental settings, such as convergence and collection angle. 

Compared to other works dedicated to this topic, we also investigate the influence of momentum 

transfer on the band gap. On a simple model consisting of two parabolic bands we show how the 

deviation from the correct parameters can lead to the wrong band gap onsets.  
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 Making use of the non-zero momentum transfer in EELS, in chapter 5 we measure the 

indirect band gap of diamond and other indirect transitions in the diamond band structure. We 

highlight the importance of the good momentum resolution in EELS in order to obtain the correct 

value of the indirect band gap supported by the simulations on a similar two parabolic band model.  

In the last chapter we show the first results on the partial reconstruction of the band 

structure of diamond which are in reasonable agreement with simulations. Further development of 

this method could provide a nice tool to study the lowest transitions in the band structure and 

obtain a ‘band gap’ energy surface. The advantage of this technique over other techniques is spatial 

resolution and the possibility to select and investigate the exact object, for instance, a nanoparticle, 

or a precise layer in the semiconductor, by preparing TEM sample from the bulk. We also believe 

that this work gives more understanding on the band gap measurements with EELS and makes this 

method more feasible. 
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